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The ICEF roadmaps "provide essential information on different aspects of our energy 
systems and how they might change over time. I recommend them for anyone 
interested in this challenging topic.”  
Vaclav Smil — energy historian and Distinguished Professor, University of Manitoba

“The ICEF Roadmaps provide important research on a wide range of technologies 
for helping achieve net zero emissions. They are an important resource for anyone 
working on these issues.”  
Hoesung Lee — former Chair, Intergovernmental Panel on Climate Change

"The ICEF Roadmaps...are an excellent resource for researchers and practitioners who 
cross disciplinary boundaries to develop transformative solutions for climate change.” 
Alissa Park — Dean, UCLA School of Engineering

“Climate challenges are vast, and AI can accelerate solutions across domains. The 
ICEF Artificial Intelligence for Climate Change Roadmap (Second Edition) delivers an 
unprecedented, rigorous catalog of AI applications, both clarifying today’s state of play 
and preparing us for the opportunities and demands of tomorrow.”  
Nicole Iseppi — Director of Energy Innovation, Bezos Earth Fund

“The application of AI solutions to climate mitigation is a crucial new front in the battle 
against climate change. Through our work across this ecosystem, we have found no 
better researched or more comprehensive framework in this critical area than the ICEF 
Artificial Intelligence for Climate Change Roadmap (Second Edition)”  
Uday Khemka — Chairman, The Green Artificial Intelligence Learning Network

"The ICEF Roadmaps have covered topics vital to fighting climate change, including 
CO₂ utilization, direct air capture and carbon mineralization. I urge anyone working on 
these topics to study these roadmaps, which have been foundational for our work." 
Larry Linden — Trustee, Advocates for Climate Innovation

PRAISE FOR THE ICEF ROADMAPS

https://www.icef.go.jp/wp-content/themes/icef_new/pdf/roadmap/icef2024_roadmap_AI-Climate-Second-Edition.pdf
https://www.icef.go.jp/wp-content/themes/icef_new/pdf/roadmap/icef2024_roadmap_AI-Climate-Second-Edition.pdf
https://www.icef.go.jp/wp-content/themes/icef_new/pdf/roadmap/icef2024_roadmap_AI-Climate-Second-Edition.pdf
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Investment in data centers is booming. Several forecasts project that trillions of dollars
will be spent on data centers and related infrastructure in the years ahead.1-3 These
investments are fueled by the explosive growth in attention to artificial intelligence (AI),
as well as data centers’ central role in much of the modern economy, including in e-
commerce, email systems, video streaming and more.

This surging investment is raising concerns about data centers’ energy and 
environmental impacts. Data centers use enormous amounts of electricity, creating 
challenges for electric grids in many regions. That electricity can and often does 
produce greenhouse gases and local air pollutants. Data centers also use water, result 
in electronic waste and often change land use patterns. These impacts have led to 
growing local opposition to new data centers in many countries.

At the same time, data centers’ electricity demand can help accelerate adoption of 
clean energy. Data center owners and operators are the world’s largest purchasers 
of solar and wind power. Several hyperscale data center owners are investing in 
innovative low-carbon power technologies in the hopes of bringing these technologies 
to market more quickly. Work is underway to turn flexible load at some data centers 
into grid assets.

This year’s ICEF Roadmap explores these topics. In this Roadmap, a team of 12
coauthors examine data centers’ energy use, strategies for improving data centers’
energy efficiency, greenhouse gas emissions from data centers, strategies for using
data centers to accelerate deployment of low-carbon power, data centers’ water use
and government data center policies around the world, as well as related topics. The
Roadmap offers specific, actionable recommendations in each chapter. Our goal is to
provide a useful resource for experts and non-experts alike.

This Roadmap builds on the body of literature produced annually in connection with 
the ICEF conference. Previous ICEF Roadmaps have addressed the following topics:

•	 Artificial Intelligence for Climate Change Mitigation (Second Edition) (2024) 

•	 Artificial Intelligence for Climate Change Mitigation (2023) 

•	 Low-Carbon Ammonia (2022) 

•	 Blue Carbon (2022) 

PREFACE

https://www.icef.go.jp/wp-content/themes/icef_new/pdf/roadmap/icef2024_roadmap_AI-Climate-Second-Edition.pdf
https://www.icef.go.jp/wp-content/themes/icef_new/pdf/roadmap/icef2023_roadmap_AI-Climate.pdf
https://www.icef.go.jp/wp-content/themes/icef_new/pdf/roadmap/icef2022_roadmap_Low-Carbon_Ammonia.pdf
https://www.icef.go.jp/wp-content/themes/icef_new/pdf/roadmap/icef2022_roadmap_Blue_Carbon.pdf
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•	 Carbon Mineralization (2021) 

•	 Biomass Carbon Removal and Storage (BiCRS) (2020) 

•	 Industrial Heat Decarbonization (2019) 

•	 Direct Air Capture (2018) 

•	 Carbon Dioxide Utilization (2017 and 2016) 

•	 Energy Storage (2017) 

•	 Zero Energy Buildings (2016) 

•	 Solar and Storage (2015) 

This Roadmap is a team effort. We are grateful to everyone who reviewed draft 
chapters and/or helped with research for this Roadmap in the past five months. 
Special thanks to Thomas Spencer, Jon Turnbull, Erica Thomas, Vivek Shastry, Gareth 
Jones, Anne-Amélie Campant, Nadia Maunsell and Jonathan Wang. Any mistakes 
are of course our own. We are especially grateful for the support provided by the 
ICEF Secretariat, the ICEF Steering Committee (including in particular its chair, Nobuo 
Tanaka), the New Energy and Industrial Technology Development Organization 
(NEDO), and our superb copy edit and design team (including in particular Dr. Kathryn 
Lindl, as well as Amy Jaick and James Walker at Carbon Direct).

The ICEF Innovation Roadmap Project aims to contribute to the global dialogue about
solutions to the challenge of climate change. We welcome your thoughts, reactions 
and suggestions.

David Sandalow
Center on Global Energy Policy, Columbia University
Chair, ICEF Innovation Roadmap Project

https://www.icef.go.jp/wp-content/themes/icef_new/pdf/roadmap/icef2021_roadmap.pdf
https://www.icef.go.jp/wp-content/themes/icef_new/pdf/roadmap/icef2020_roadmap.pdf
https://www.icef.go.jp/wp-content/themes/icef_new/pdf/roadmap/icef2019_roadmap.pdf
https://www.icef.go.jp/wp-content/themes/icef_new/pdf/roadmap/icef2018_roadmap.pdf
https://www.icef.go.jp/wp-content/themes/icef_new/pdf/roadmap/icef2017_roadmap1.pdf
https://www.icef.go.jp/wp-content/themes/icef_new/pdf/roadmap/icef2017_roadmap2.pdf
https://www.icef.go.jp/wp-content/themes/icef_new/pdf/roadmap/icef2016_roadmap2.pdf
https://www.icef.go.jp/wp-content/themes/icef_new/pdf/roadmap/icef2015_roadmap.pdf
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https://www.mckinsey.com/industries/technology-media-and-telecommunications/our-insights/the-cost-of
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1.  With a data center construction boom underway globally, the months and years 
ahead will be a critical time for data center sustainability. Many decisions with respect 
to the construction and operation of data centers will have lasting impacts on natural 
resources and the environment.  

2.  The energy and environmental impacts of data centers vary dramatically depending 
on their siting, design, management and other factors. 

•	 Well-located and well-managed data centers can help accelerate deployment 
of low-carbon power by serving as anchor customers for innovative clean 
energy technologies, de-risking investments in renewables projects and 
enabling grid flexibility. 

•	 Poorly-located and poorly-managed data centers can have significant 
negative energy and environmental impacts, including greenhouse gas 
emissions, local air pollution, and water stress in surrounding areas. 

•	 Owners and operators of next-generation data centers are accelerating the 
adoption of liquid cooling and intelligent thermal management systems, while 
exploring opportunities such as free cooling and heat reuse. 

3.  Smart siting is key to reducing the energy, water and carbon emissions impacts 
of data centers. Locations with the potential for additional low-carbon electricity and 
ample water resources are especially valuable. When commercial, infrastructure and 
strategic factors lead to data centers being sited in locations that are suboptimal from a 
sustainability standpoint, technology options and management practices can minimize 
adverse impacts. 

4.  Data center water use is tiny globally in relation to other sectors but can be very 
significant locally. When a data center draws significant power from water-intensive 
generation sources, such as coal or nuclear plants, the data center’s indirect (off-site) 
water use often exceeds its on-site water use. 

5.  Data concerning data centers’ environmental impacts are poor, including in particular 
data concerning greenhouse gas emissions and water use. Research institutions, 
standards bodies, NGOs, government agencies, data center operators and equipment 
manufacturers should converge on common metrics for reporting data center energy 
use, water use and emissions. 

FIVE MAIN  
MESSAGES
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FINDINGS AND 
RECOMMENDATIONS

Finding 1

With a data center construction boom underway globally, the months and years ahead 
will be a critical time for data center sustainability. Many decisions with respect to 
the construction and operation of data centers will have lasting impacts on natural 
resources and the environment.

Recommendations 

1-1.	 Data center owners and operators should integrate energy 
and environmental concerns centrally into the planning for new 
data centers and operations of existing data centers. 

1-2.	 Governments should require disclosure of energy and 
environmental impacts in connection with data center 
construction and operations, using standardized metrics. (See 
Recommendation 11-1.) 

1-3.	 Governments should require data centers to meet minimum 
energy and environmental standards. These standards 
should address topics such as operational energy efficiency, 
water use efficiency, low-carbon power and greenhouse 
gas emissions. (The standards could focus on data centers 
in particular or be part of broader standards applicable to 
multiple sectors.)
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Finding 2

Attitudes about data centers vary greatly from place to place and within jurisdictions. 
Many governments are eager to attract new data centers, typically for a combination 
of economic and strategic reasons. However, local communities around the world are 
expressing growing concerns and, in some cases, strong opposition to new data centers. 

Recommendations

2-1.    Data center owners and operators should engage 
collaboratively with local communities throughout the life-cycle 
of a project, from site selection to post-construction operations. 
This engagement should include communication of both the 
expected benefits to the community from the data center and 
potential risks (including those related to grid strain, water 
resources and local air pollution).

2-2.   Data center owners and operators should work collaboratively 
with local communities in areas near data centers to 
implement measures that protect residential quality of life.

Finding 3

The energy and environmental impacts of data centers vary dramatically depending 
on their siting, design, management and other factors.

Well-located and well-managed data centers can help accelerate deployment of 
low-carbon power by serving as anchor customers for innovative clean energy 
technologies, de-risking investments in renewables projects and enabling grid 
flexibility.

Poorly-located and poorly-managed data centers can have serious negative energy 
and environmental impacts, including greenhouse gas emissions, local air pollution 
and water stress in surrounding areas.

Recommendations

3-1.    Data center owners and operators should make energy 
and environmental factors a priority in data center siting 
and management decisions. Governments should make 
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energy and environmental factors a key factor in data center 
permitting decisions. 

3-2.    Utilities, regulators and data center operators should support 
accessible impact analyses on grid, environment, water and 
electricity pricing to enable informed local community decisions.

Finding 4

Smart siting is key to minimizing environmental impacts of data centers. Locations with 
the potential for additional low-carbon electricity and ample water resources are especially 
important. When economic and strategic factors lead to data centers being sited in 
locations that are suboptimal from a sustainability standpoint, a range of technology 
options and management practices can partly reduce adverse environmental impacts.

Recommendations

4-1.     Data center owners and operators should prioritize current 
and future availability of low-carbon electricity, freshwater and 
other resources in data center siting decisions.

4-2.    Data center owners and operators should select technologies 
and adopt management practices that minimize adverse 
environmental impact.

4-3.    Governments should fast-track approvals for well-located, 
well-designed and well-managed data centers. Priority factors 
should include availability of low-carbon power and ample 
water supplies, as well as the potential for power flexibility. 
Rating agencies and other stakeholders should recognize and 
credit the energy and environmental performance of such data 
centers.   

Finding 5

In 2024, data centers used roughly 1.5% of electricity globally. The figure was much 
higher in some countries and regions, including roughly 4-5% in the United States, 
3% in the European Union, 22% in Ireland and 25% in Northern Virginia. Some new 
data centers in planning and under construction will use extraordinary amounts of 
electricity (thousands of megawatts and more), straining electric grids.  
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Finding 6

Scenarios of future power demand for data centers vary widely and depend on 
assumptions related to market growth, technological progress, adoption of efficiency 
measures and future policies. Recent International Energy Agency (IEA) scenarios 
suggest that global power demand for data centers could reach 1.8-3.4% of total 
power demand by 2030. In the United States (home to roughly 45% of global data 
center capacity), similar scenarios suggest that power demand for data centers could 
reach 6.7-12% of total power demand by 2028.

Recommendations

6-1.    Data center operators should 
prioritize energy efficiency, including 
the use of advanced cooling, other 
highly-efficient equipment and 
highly-efficient algorithms whenever 
possible.

6-2.   Governments, research institutions 
and philanthropies should support 
efforts to develop and disseminate 
best practices for modeling data 
center energy use, including inter-
model comparisons and open 
models.
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Finding 7

In 2024, data centers were responsible for roughly 0.3% of global greenhouse gas 
emissions. This figure is likely to increase in the years ahead. The rate of increase will 
depend on several factors, including in particular the extent to which new data centers 
use low-carbon power. 

Recommendations

7-1.    Data center operators should include grid carbon intensity as 
a key siting consideration and site data centers in the lowest-
emitting grid regions as much as possible.

7-2.   Data center operators and utilities should work together 
to identify a mix of new low-carbon power generation 
technologies to add to the grid to meet rising data center load. 
This should include renewable power, nuclear power and 
retrofits of existing fossil fuel power plants with carbon capture 
and storage.   

7-3.   Data center operators and utilities should prioritize measures 
that enhance data center load flexibility when determining the 
amount of new generation required in connection with new 
data centers.

7-4.  Governments should require disclosure of data centers’ 
life-cycle greenhouse emissions, aligned with standardized 
protocols. Data center operators should transition to low-
global-warming-potential refrigerants, procure carbon-free 
electricity and set targets for embodied carbon reduction in 
building materials and equipment. Industry and policymakers 
should collaborate on marginal emissions accounting to 
ensure real-world reductions.
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Finding 8

The scale of data center growth creates opportunities to bring innovative clean energy 
technologies to market. Advanced market commitments and direct investments from 
large data center operators offer an important opportunity to de-risk first-of-a-kind 
technologies and accelerate deployment of low-carbon power.

Recommendations

8-1.    Electricity regulators should enable advanced market 
commitments that allow multi-buyer participation, recognize 
hourly matching and credit verifiable flexible-load 
performance.

8-2.  Data center owners and operators should seek additional 
opportunities for catalytic investments and advanced market 
commitments that accelerate production of clean power, clean 
goods and environmental services (such as water reclamation 
and CO₂ removal).

8-3.  Data center owners and operators should pay close attention 
to immediate local environmental impacts at facilities where 
advance market commitments offer the potential for longer-
term, global clean energy benefits. 

Finding 9

Many data centers have traditionally been inflexible loads on electric grids. If this 
continues, it will create significant stress on many grids, causing reliability problems 
and increasing greenhouse gas emissions. However, many data centers have 
significant opportunities to manage their loads with more flexibility, which could 
improve reliability. Data center load flexibility can also reduce future emissions by 
minimizing or avoiding construction of new fossil-based generation capacity and 
enabling better renewables integration.

Recommendations

9-1.    Utilities and independent power producers should deploy 
advanced control tools to accelerate interconnection and grid 
studies and to operate flexible portfolios. These tools include 
model-predictive control, enhanced forecasting and, where 
appropriate, artificial intelligence (AI).
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9-2.   Data centers should employ power flexibility technologies 
(including software and energy storage) to reduce impacts on 
the power grid, especially during periods of high demand and 
grid stress. 

Finding 10

Data center water use is tiny globally in relation to other sectors but can be very 
significant locally. 

Global agriculture water use is roughly 12,000 times greater than global data center 
water use. The process of producing one hamburger consumes roughly the same 
amount of water as 19,000 ChatGPT-3 queries. 

However, large data centers can have significant impacts on water availability and 
quality in some regions. Operators can mitigate adverse water impacts from data 
centers through site selection, choice of cooling technologies, reclaiming water and 
other measures.

High-quality data on water use at data centers are extremely limited.

Recommendations

10-1.   Data center owners and operators should share site-specific 
water use and consumption data proactively and invite 
third-party review. If necessary, governments should require 
disclosure of this information.

10-2.  Before siting data centers, data 
center owners and operators 
should assess likely water impacts, 
including in particular by consulting 
with local stakeholders. In water-
scarce regions, companies should 
consider several steps to reduce 
likely water impacts, including 
advanced cooling technologies 
that require little to no water, water 
reclamation and reuse, maximizing 
non-thermal power supplies, and 
buying building materials and chips 
with low-water footprints. 



ICEF Sustainable Data Centers Roadmap

9
October 2025
Return to Table of Contents

Finding 11

Data concerning data centers’ environmental impacts are poor, including in particular 
data concerning greenhouse gas emissions and water use. Absence of data hampers 
understanding of the sector’s impacts, modeling of its potential trajectories and 
good decision-making. Facility-level disclosures provide significantly more benefit 
than company-level disclosures. The IEA Energy and AI Observatory is an important 
repository for information related to data centers. 

Recommendations

11-1.   Research institutions, standards bodies, non-governmental 
organizations (NGOs), government agencies, data center 
operators and equipment manufacturers should converge on 
common metrics for disclosing data center energy use, water 
use and emissions. 

11-2. Governments should establish dedicated units to monitor data 
center energy and water impacts. International collaborations, 
such as the IEA’s Energy and AI Observatory and the Clean 
Energy Ministerial (CEM), should expand their work on data 
centers, supported by sustained funding.

11-3. Research institutions, governments and NGOs should 
establish knowledge sharing platforms for developing and 
sharing best practice datasets, energy models and scenario 
frameworks to rapidly improve the rigor and accuracy of data 
center energy models. 
 

Finding 12

Roughly 95% of data centers today predominantly use air-based cooling. However 
high-performance computing (HPC) and graphics processing unit (GPU)-heavy 
workloads are driving adoption of liquid cooling methods, as well as intelligent thermal 
management. These liquid cooling methods use substantially less water and often 
significantly less energy per kilowatt of information technology (IT) load than air-
based cooling methods, which rely heavily on evaporation and high fan power.
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Recommendations 

12-1.   Data center developers and operators 
should (1) select locations that enable use 
of free cooling, heat reuse or access to 
non-potable water and renewable energy, (2) 
install climate-appropriate cooling systems 
and (3) establish facility-level energy and 
water performance targets and publish 
sustainability metrics annually.

12-2. National policymakers should establish 
the market conditions and regulatory 
frameworks necessary for broad adoption 
of energy- and water-efficient cooling 
technologies.

12-3. Standards organizations, such as the 
American Society of Heating, Refrigerating 
and Air-Conditioning Engineers (ASHRAE), 
the International Standards Organization 
(ISO) and the Open Compute Project (OCP), 
should establish uniform testing protocols and certification pathways 
to validate performance of new data center cooling technologies—
especially liquid cooling, rear- 
door heat exchangers and high-efficiency refrigerants.

Finding 13

For data center waste heat to be useful, data centers must be located near heat hosts, 
such as district heating systems. Opportunities for beneficial use of data center waste 
heat are greatest in cold climates. Other than in those regions, data center waste heat 
is unlikely to be used beneficially at a significant scale.

Recommendations

13-1.   Data center operators should adopt high‑temperature 
liquid‑cooling systems—such as direct‑chip or immersion 
cooling—that achieve exit temperatures of 45-70 °C, enabling 
effective heat reuse in applications, such as district heating. 

Direct-to-chip cold plate liquid cooling 
for high-heat-density data centers.
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13-2.    National and subnational governments should require 
feasibility studies for heat reuse when permitting large 
new data centers and offer incentives to deploy heat reuse 
systems. National and subnational governments should 
consider 10-20% heat reuse mandates for new data centers. 

13-3.   Heat host industries (e.g., district heating utilities, hospitals, 
laundries, greenhouses and industrial processes) should 
actively engage with data‑center operators to explore using 
waste heat for 24/7 applications.

Finding 14

Governments have a wide range of policies to address the energy and environmental 
impacts of data centers, including regulatory standards, fiscal incentives and 
disclosure requirements. Power usage effectiveness (PUE) is the most common 
metric used by governments in data center energy and environmental policies. PUE 
is an important but narrow metric that only measures one aspect of a data center’s 
energy use. Other metrics, such as carbon usage effectiveness (CUE), water usage 
effectiveness (WUE) and energy reuse effectiveness (ERE), are important to fully 
reflect data centers’ energy and environmental impacts. Economy-wide policies 
(not focused on data centers) play an important role in data centers’ energy use and 
environmental impacts.

Recommendations

14-1.   Governments should collect and share data on data centers’ 
energy use and environmental impacts. 

14-2.  Governments should use a broad set of metrics when 
regulating data centers’ energy use and environmental 
impacts, not just PUE.

14-3.  When governments procure data center services, they should 
require vendors of data center services to disclose their 
energy use, water use and greenhouse gas emissions.

14-4.   IEA Member governments should expand the IEA’s Energy and 
AI Observatory, devoting additional resources to monitoring and 
reporting on data centers’ energy use and environmental impacts, 
as well as policy trends with respect to data centers around the 
world. The Clean Energy Ministerial (CEM) should expand its work 
on data centers under its power sector and AI initiatives.
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Finding 15

Data centers produce a small fraction of global e-waste, but the amount of such waste 
will increase as data center capacity grows in the years ahead. If not handled correctly, 
hazardous materials in e-waste can leach into soil and water and pose serious 
environmental and health risks. Recycling and reuse programs can help significantly 
in managing e-waste challenges. However, data privacy and security concerns, as well 
as a lack of standardization and transparency, lead to the destruction of many data 
center components that could be repurposed. 

Recommendations

15-1.	 Governments should implement and harmonize standards 
for reuse, refurbishment and recycling of e-waste, including 
safe sanitization of data-bearing IT equipment, and should 
strengthen extended producer responsibility rules. 

15-2.	 Data center operators should refurbish, resell or donate retired 
equipment through certified recyclers, reduce equipment 
turnover with preventative maintenance, and optimize 
infrastructure using virtualization, cloud computing or shared 
systems.  

15-3	 Manufacturers should design modular, repairable and 
recyclable equipment; provide spare-part support and clear 
recyclability labeling; and minimize use of hazardous materials.
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Chapter 1: Data Center Energy Use

The energy use of data centers can be roughly divided into two categories: 
information technology (IT) equipment and infrastructure equipment. IT equipment 
energy use refers to the electricity consumed by servers, storage arrays and/or 
network switches. Infrastructure energy use refers to energy consumed by non-IT 
equipment that provides space conditioning (such as cooling) and ensures reliable 
power for the data center. Ideally, the IT equipment uses most of the electricity 
consumed by a data center, as it performs the data center’s main revenue-earning 
function. This concept is reflected in a key metric used to assess data center 
efficiency: power usage effectiveness (PUE)—the ratio of a data center’s total energy 
usage to the energy used by its IT equipment.

Data center electricity demand has risen sharply in recent years due to increasing 
digitalization, greater connectivity and the artificial intelligence (AI) boom. According 
to recent estimates, global electricity demand from data centers doubled from around 
200 TWh in 2017 to more than 400 TWh in 2024. Data centers’ share of global 
electricity demand increased from 0.9% to 1.5% in the same period. Growth has been 
concentrated in the United States, China and Europe, which collectively accounted for 
86% of the world’s data center electricity demand in 2024. 

Scenarios of future data center electricity demand vary widely based on assumptions 
related to market growth, technological progress, energy efficiency improvements and 
other factors. Recent International Energy Agency (IEA) scenarios suggest that data 
center electricity use could reach 670-1260 TWh globally (or 1.8-3.4% of total global 
electricity demand) by 2030. In some locations with high data center concentrations 
(e.g., Ireland and Northern Virginia), data centers’ share of total power demand is 
much higher and is placing growing stress on regional electric grids.

Chapter 2: Data Center Energy Efficiency 
Chapter 2.1: Information Technology (IT) Equipment

Computing efficiency has improved by a factor of 10 billion since 1946. Since around 
2005, efficiency improvements have been doubling roughly every 2.3 years.

AI workloads are creating unprecedented energy demands that fundamentally 
challenge traditional data center designs. Graphics processing units (GPUs) and 
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accelerated AI processors consume 400-1000+ watts (compared to traditional 
processors' 50-200 watts), while requiring sustained high-bandwidth memory and 
storage systems that cannot easily enter power-saving modes. Chip-level efficiency 
gains are increasingly offset by exponential demand growth from AI applications.

Multiple innovation pathways are emerging to address these challenges. Advanced 
chip packaging techniques are reducing power usage, silicon photonics are enabling 
power improvements in networking, and next-generation semiconductors are reaching 
near-perfect energy conversion efficiency. Companies are developing AI-optimized 
server designs, exploring power oversubscription strategies and investigating 
edge computing to reduce data center computational loads. Although efficiency 
improvement rates are slowing, these emerging technologies and operational 
strategies specifically tailored to AI workloads offer potential for renewed progress in 
reducing energy consumption.

Chapter 2.2: Software

Software efficiency depends on algorithmic design, where clever approaches can 
reduce computational requirements by orders of magnitude. Traditional algorithms 
have clear "correct" outputs that enable objective efficiency comparisons, but AI 
systems operate differently. Modern AI architectures are delivering substantial 
efficiency gains using specific techniques that reduce memory requirements and 
accelerate processing with minimal performance degradation.

Operational flexibility represents a powerful approach to reducing data center energy 
consumption and carbon emissions. Checkpoint and restart technology enables AI 
training workloads to pause, migrate between data centers and resume during periods 
of abundant renewable energy or in regions with cleaner electricity grids. However, AI 
inference workloads face stronger constraints due to latency requirements.

Emerging AI applications are creating new challenges. AI reasoning models allocate 
extra computational resources during inference but can outperform models hundreds 
of times larger, potentially reducing overall energy consumption despite higher 
per-query costs. Autonomous agents and multi-agent systems are driving dramatic 
increases in inference demand, consuming up to 100 times more compute than 
traditional chatbot interactions through continuous operation and complex reasoning 
chains. The rapid pace of AI development often prioritizes performance over energy 
optimization, while the lack of standardized benchmarks for measuring AI efficiency 
complicates efforts to balance computational capability with sustainable energy 
consumption.
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Chapter 2.3: Cooling Technologies

Data centers’ rising thermal loads are outpacing the capabilities of traditional air-based 
cooling. Air-based cooling technologies rely on circulating conditioned air to remove 
heat from server environments. Enhancements like hot aisle containment, evaporative 
cooling and air-side economization improve efficiency, but these systems struggle 
to manage rack power densities above ~30 kW. This has driven a transition toward 
more efficient and scalable cooling solutions, including direct-to-chip and immersion 
liquid cooling systems. These liquid-based systems offer significantly higher thermal 
efficiency by transferring heat through fluids with greater capacity than air. They can 
cool racks exceeding 100 kW and minimize water use. 

Case studies from hyperscale operators including Meta, Microsoft and Amazon Web 
Services (AWS) illustrate diverse strategies—from precision evaporative systems and 
machine learning (ML)-optimized heating, ventilation and air conditioning (HVAC) to 
large-scale heat reuse via district heating networks. These operators are testing and 
deploying new approaches, including modular systems and AI-enabled controls that 
are enhancing resilience, adaptability and deployment speed. 

Barriers to adopting advanced cooling technologies include lack of standardization, 
retrofit limitations, uncertain cost structures, regulatory hurdles, and undervalued 
water and carbon impacts. Overcoming these barriers will require a collaborative, 
multi-stakeholder approach.

Chapter 2.4: Heat Reuse

Most of the energy in a data center ultimately gets turned into heat. This heat can be 
used in beneficial ways if the data center’s cooling system generates return heat with 
high enough temperatures. Modern liquid cooling systems offer 40-70 °C return heat, 
which is excellent for powering district heating systems in cold regions. Using data 
center waste heat for district heating systems requires collaboration between data 
center owners and operators and local stakeholders, such as municipal governments. 

Other potential uses for data center waste heat include industrial drying, agriculture 
and direct air capture (DAC) of carbon dioxide (CO₂). These uses generally require 
heat of at least 70 °C and locations very close to data centers. They have not gone 
beyond pilot stages. Heat reuse by data centers has the greatest potential in cold 
regions.
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Text Box: Data Center Energy Efficiency Metrics

By far the most widely-used metric for data center energy efficiency is “power usage 
effectiveness” or PUE. First introduced in 2007 by the Green Grid, PUE is the ratio of 
a data center’s total energy use to the energy use of its IT equipment. However, PUE 
does not capture the efficiency of IT equipment or the efficiency of IT workloads in 
a data center. Other data center energy efficiency metrics include “IT power usage 
effectiveness” (ITUE)—the ratio of total energy into IT equipment to the energy use 
of IT compute components alone; “total power usage effectiveness” (TUE)—ITUE 
multiplied by PUE; “data center energy productivity” (DCeP)—useful work produced 
divided by total energy consumed by the data center; “server energy productivity” 
(SEP)—the energy consumption of a server in relation to the share of compute work 
the server is performing; and “IT Work Capacity (ITWC)—work per unit energy.

Chapter 3: Data Center Greenhouse Gas Emissions 

Chapter 3.1: On-Site Greenhouse Gas Emissions (Scope 1)

Some equipment at data centers directly emits greenhouse gases (Scope 1 
emissions). Diesel generators for backup power emit CO₂. Cooling equipment and fire 
suppression systems can both leak hydrofluorocarbons (HFCs). 

While data concerning these emissions are limited, data center operators can mitigate 
emissions with a variety of strategies. Natural-gas-fired generators for backup power 
can marginally reduce emissions if used to replace diesel generators. Drop-in diesel 
fuel replacements, such as hydrotreated vegetable oil (HVO), biodiesel (FAME) and 
synthetic paraffinic fuels, can provide deeper emissions reductions, but supplies are 
not universally available. Battery energy storage systems can substantially reduce 
emissions if charged using low-carbon power. Carbon capture is not a good candidate 
for mitigating emissions from on-site backup power systems because these systems 
have an intermittent nature and relatively small capacity. 

Replacing current high global-warming-potential (GWP) refrigerants and fire 
suppression agents (such as R-134a and HFC-227ea, respectively) with lower-GWP 
alternatives can significantly reduce emissions from these refrigeration and fire 
suppression systems. 
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Chapter 3.2: Power Supply Greenhouse Gas Emissions (Scope 2)

Modern data centers consume large amounts of electricity, which can lead to high 
greenhouse gas emissions from power generation (Scope 2 emissions). These emissions 
are the largest contribution to overall lifecycle greenhouse gas emissions of the data 
center industry. Scope 2 emissions for data centers globally were approximately 180 
megatons of CO₂ (MtCO₂) in 2024 (roughly 0.5% of global CO₂ emissions). This could 
double or triple by 2030. 

Strategies for reducing Scope 2 emissions from data centers include using highly 
efficient cooling systems and other equipment (especially helpful on high-emissions 
grids) and locating on low-carbon grids with the capacity for additional wind, solar, 
hydroelectric, geothermal and/or nuclear power. Data centers that draw power from 
low-emissions grids can have Scope 2 emissions almost 100x smaller than those that 
draw power from high-emissions grids, so siting decisions are especially important. 
Implementing load flexibility by using on-site clean generation and storage and actively 
managing the timing of power consumption from the grid can help significantly to reduce 
Scope 2 emissions on grids with large daily variations in emissions intensity (such as 
those experiencing a solar “duck curve”).  

Many low-carbon power generation technologies are being considered as part of grid 
capacity expansion to meet new data center load, including variable renewables (wind 
and solar) firmed by storage, enhanced geothermal, gas-fired generation with carbon 
capture and storage (CCS), solid oxide fuel cells, nuclear fission (both conventional 
and small modular reactors) and nuclear fusion. The key factors that determine the 
most appropriate technologies are dispatchability, technology readiness, location 
flexibility and costs. In addition to these strategies to address Scope 2 location-based 
emissions, many data center operators seek to further reduce their Scope 2 market-
based emissions by procuring renewable energy, typically through power purchase 
agreements (PPAs) and the retirement of electricity energy attribute certificates 
(EACs). Changes to the Greenhouse Gas Protocol Scope 2 guidance (currently under 
development) will likely restrict, but not eliminate, the ability to pursue this strategy.

Chapter 3.3: Embodied Greenhouse Gas Emissions (Scope 3)

Data center construction can produce significant embodied greenhouse gas emissions 
(Scope 3 emissions). In data centers that consume mostly very low-carbon power (e.g., 
from renewables or nuclear), embodied emissions can exceed 40% of a data center’s 
total greenhouse gas emissions and may dominate the lifetime greenhouse gas 
emissions footprint. 

The largest share of embodied greenhouse gas emissions at a data center comes 
from IT hardware manufacturing, both for chips and complementary systems, such as 
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memory. This is chiefly due to the fluorinated gases (F-gases) used in manufacturing. 
These F-gases can be extremely strong greenhouse gases—between 100 and 24,000 
times more potent than CO₂. After IT hardware, steel and cement production have the 
largest share of data center embodied greenhouse gas emissions.

Builders and operators of data centers could significantly reduce embodied 
greenhouse gas emissions with existing technologies. Innovative approaches, both in 
design and within supply chains, have the potential to reduce embedded emissions 
further. Materials substitution, carbon capture, green hydrogen and extending the life 
of IT equipment all have roles to play.  

Chapter 4: Accelerating Low-Carbon Power with 
Artificial Intelligence (AI) Data Centers

Data centers powering AI workloads are among the fastest-growing sources of 
new power demand, often concentrated in regions where grid capacity is already 
constrained. Without deliberate intervention, this growth could entrench reliance on 
fossil fuel generation and increase costs for consumers. With the right strategies, 
however, AI can serve as a catalyst for clean energy deployment, driving innovation, 
financing and system reliability. 

Aligning AI’s growth with low-carbon power requires a coordinated toolkit. Advanced 
market commitments can bring forward clean, dependable generation. Demand 
flexibility enables data centers to shift workloads across time and geography, thereby 
turning consumption into a valuable grid asset. In parallel, strategic siting steers new 
facilities toward renewable-rich regions, which eases dependence on fossil capacity. 
At the same time, AI can optimize grid operations, improve forecasting and accelerate 
discovery of next-generation energy technologies. Taken together, these approaches 
couple rapid AI expansion with a cleaner, more reliable power system. 

Realizing this opportunity will require coordinated action by technology providers, 
utilities, regulators and governments. Clear pathways to scale clean power, stronger 
partnerships to reduce the cost of reliable low-carbon supply, and thoughtful siting 
of new AI campuses can ensure growth supports both grid stability and community 
needs. Through timely intervention, AI can be harnessed not only to advance digital 
innovation but also to reinforce affordability and sustainability on a global scale.

Chapter 5: Data Center Water Use

Water consumption by data centers is tiny globally in relation to other sectors but can 
be very significant locally. For example, global data centers consume less than 0.008% 
of the water consumed by agriculture, and the water consumed to produce one 
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hamburger roughly equals the water needed for 19,000 ChatGPT-3 queries. 

However, in water-scarce regions, data centers can create significant pressure on 
water resources. Data centers are frequently clustered in dry areas due to land and 
energy availability. Two-thirds of data centers built or in development in the United 
States since 2022 are in areas with high water stress. Data centers can also degrade 
water quality if managed poorly.

Data center water use can be divided into three categories: on-site water use (Scope 
1), water used off-site by power plants providing electricity to a data center (Scope 2) 
and embodied emissions in the data center’s supply chain (Scope 3). Scope 1 water 
use is chiefly for evaporative cooling. As cooling technologies improve, data centers’ 
Scope 1 water use will decrease. Data centers’ Scope 2 water use can be significant, 
especially when power is drawn from grids with heavy coal or nuclear power. Data 
centers’ Scope 3 water use comes mainly from the water used in producing concrete, 
steel and chips. Data on data center water use are poor—improving data quality and 
access should be a priority for companies and governments.

Text Box: Electronic Waste (E-Waste)

Data centers produce a small percentage of the total e-waste today, but data center 
e-waste will grow in the years ahead. The AI boom is projected to generate 1.2-5 
million metric tons of e-waste cumulatively between 2020 and 2030. When improperly 
disposed of, the hazardous substances in e-waste pose environmental and health 
risks. Circular economy strategies, including reuse, refurbishment and material 
recovery, can offer substantial e-waste reductions. However, security concerns 
and a lack of standards, transparency and oversight (especially with international 
shipments) mean most data center e-waste is not recycled. Reducing data center 
e-waste requires public-private partnerships to establish global standards, producer 
responsibility laws and norms, and greater priority for circular design and responsible 
end-of-life management.

Chapter 6: Government Policy

Governments around the world are paying increasing attention to data centers’ 
energy consumption and environmental impacts. The European Union and several 
EU countries have policies aligned with their net-zero greenhouse gas emissions 
goals. China, Japan and other Asian governments have energy efficiency standards 
and policies to encourage data centers to use renewable power. US federal policies 
change dramatically from administration to administration, with the current US 
administration emphasizing new data center construction as a high priority while 
deemphasizing environmental protection. 
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Standards for PUE are the most common policy tool. Water usage effectiveness (WUE) 
standards and disclosure obligations with respect to energy and/or water use are 
becoming more common as well. Some jurisdictions have imposed moratoria on new 
data center construction to address grid strain and other local impacts. Economy-wide 
policies not focused on data centers play an important role in data centers’ energy use 
and environmental impacts.

Evaluating the impacts of data center policies can be challenging. Facility‑level data 
are scarce; operators have strong incentives to improve energy efficiency whether or 
not policies require it; voluntary initiatives from leading firms can make it difficult to 
determine whether improvements in energy and environmental performance are the 
result of government policies; and rebound effects mean energy efficiency standards 
can lead to more compute rather than less energy consumption. Governments 
should prioritize robust data collection, adopt a broader and more sophisticated set 
of performance metrics beyond PUE, and facilitate the rapid buildout of clean power 
capacity to meet data centers’ growing energy needs.

Text Box: Industry Initiatives 

Many companies in the data center industry have made ambitious voluntary 
sustainability commitments. Hyperscalers, such as Amazon, Microsoft, Google and 
Meta, have pledged 100% renewable energy, net-zero carbon, water positivity and 
circular economy practices. Voluntary industry-driven initiatives, such as The Green 
Grid, the EU Code of Conduct, the Climate Neutral Data Centre Pact and the iMasons 
Climate Accord, have spearheaded use of standardized metrics, accelerated adoption 
of efficiency innovations and benchmarks, and expanded the focus to climate 
neutrality and embodied carbon. 
 

Text Box: Local Opposition 

Local opposition to new data centers is rising globally, driven by concerns about grid 
strain, electricity costs, water consumption, noise, land use and other factors. One 
report found that opposition has delayed or blocked more than $64 billion in data 
centers in the United States in the past two years. Data center projects have also been 
delayed or blocked in other countries, including Chile, Ireland, the United Kingdom, 
the Netherlands and Singapore. Local opposition often conflicts with national and 
regional policies that encourage data center development for economic growth and 
security reasons. To address community concerns, data center operators should 
engage local stakeholders throughout the project lifecycle, clearly communicating a 
project’s potential benefits and risks and implementing measures to protect residential 
quality of life.
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A. Background

i. What is a data center? 

Data centers can be thought of as the brains of the internet. These facilities process, 
store and communicate digital information, providing myriad services including website 
hosting, email, online shopping, banking, stock trading, maps and navigation, gaming 
and much more. According to the American Society of Heating, Refrigerating and 
Air-Conditioning Engineers (ASHRAE), a data center can be defined as any dedicated 
space with information technology (IT) equipment loads greater than 10 kW and a floor 
area with an IT power density greater than 20 W/ft².a,1

In recent years, the data center sector has expanded rapidly to provide an increasingly 
salient societal service: the computations that make artificial intelligence (AI) and its 
many applications possible.²,³ Data centers range vastly in size from small rooms with 
a few racks of IT equipment requiring tens of kW to massive dedicated buildings with 
thousands of racks requiring many hundreds of MW (Figure 1-1). 

a  While most cryptocurrency mining centers meet this definition, they are outside the scope of this report (see Box 1-2).
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While approaches vary, data centers are commonly categorized as follows²:

•	 Internal data centers: Run by organizations internally, for their own use. 
These can range in size from large standalone buildings to small rooms 
and closets located in existing buildings. Such data centers can also be 
referred to as enterprise data centers. 

•	 Retail data centers: Include both co-location and wholesale data centers 
built by real estate companies. Co-location data centers host multiple 
tenants, each of whom leases dedicated space to install and operate 
their own IT equipment, with cooling, power and other services provided 
by the data center. A wholesale data center is leased in its entirety to a 
single tenant. 

•	 Cloud data centers: Offer cloud services (i.e., hosted software, hardware, 
infrastructure and platforms) to consumers who, instead of building 
and maintaining these systems themselves, pay the cloud provider for 
remote access and usage. 

•	 Edge data centers: Tend to be smaller data centers located close to 
consumers to reduce latency. 

•	 High-performance computing (HPC) data centers: Generally dedicated 
to hosting supercomputers for scientific computing purposes. 

•	 Hyperscale data centers: Built and operated by companies that deploy 
internet services and platforms at massive scales. Examples include 
Google, Amazon Web Services (AWS), Microsoft, Oracle, Meta and 
Apple.4

In reality, these categories can have significant overlap. For example, Meta is classified 
as a hyperscaler but operates its data centers in internal fashion.5,6 Many cloud 
providers are also hyperscalers, such as Google Cloud, Microsoft Azure or AWS, and 
these companies can also operate using space leased at co-location data center 
facilities.7 Spaces within co-location data centers can be operated as edge data 
centers by some clients. Still, such classifications are typically useful for understanding 
key energy and environmental attributes of data center operators, such as greenhouse 
gas emissions from power consumption or type(s) of cooling technologies associated 
with each category8,9 (see Chapter 2.3 of this Roadmap). 
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Figure 1-1. The many shapes and sizes of data centers: (a) Meta’s hyperscale data center campus in Odense, Denmark, 
which contains more than 200,000 m2 of floor area10; (b) an example of a tenant-leased space in a co-location data 
center with secured access11; (c) a high-performance computing (HPC) data center occupying around 13,000 m12,13; and 
(d) a small data center room in an office building, occupying less than 100 m14.

The total number of data centers globally is unknown. This uncertainty is largely 
attributable to internal/enterprise data centers that are operated mostly by non-tech 
companies and have little visibility outside of the organization. For example, recent 
estimates by Lei et al. (2024)15 suggest there may be around 1.4 million small- and 
medium-sized internal data centers operating in the United States alone. However, 
such data centers are also expected to host a small share of the overall total 
number of data center IT racks compared to—typically much larger—retail, cloud 
and hyperscale data centers. For example, Lawrence Berkeley National Laboratory 
(LBNL) estimated that all types of internal data centers represented only around 15% 
of servers installed in the United States in 2023, which is currently the world’s largest 
data center market.2,3 Conversely, LNBL estimated that around 75% of all US servers 
were located in co-location, cloud and hyperscale data centers that same year. 
Therefore, when it comes to energy use, while internal data centers are still important 

A B
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(especially from the firm-level perspective), the retail, cloud and hyperscale markets 
will drive national and global data center energy use moving forward.

While estimates vary, more is known about the number of retail, cloud and hyperscale 
data centers globally. For example, Synergy Research Group (2025) estimated that 
the number of large data centers operated by hyperscale providers increased to 
1136 at the end of 2024. More than half of these are located in the United States. 
Online trackers of co-location data centers put their current global numbers around 
6600-9000 globally.16-18 However, these numbers may change quickly, as the sector 
is expanding rapidly in response to the ongoing AI boom.19 For example, Synergy 
Research Group (2025) expects to see 130-140 additional hyperscale data centers 
coming online each year for the next several years.

ii. How do data centers use energy? 

The energy use of data centers can be roughly divided into two major categories: 
IT equipment and infrastructure equipment (Figure 1-2).20 IT equipment energy use 
refers to the electricity consumed by data center IT equipment racks, which contain 
servers, storage arrays and/or network switches (Figure 1-3).21 Servers provide the 
computations and memory necessary for software applications, such as websites, 
online ordering, and AI model training and inference. Storage arrays are used for 
storing files, such as documents, databases and streaming videos, and can comprise 
hard disk drives (HDDs), solid-state drives (SSDs) and even tape storage drives (for 
archival storage). Network switches enable data communications between racks and 
to and from the data center via the global internet. 

Infrastructure energy use refers to energy consumed by non-IT equipment that 
provides space conditioning and ensures reliable power within the data center. 
Space conditioning involves cooling to keep the IT equipment from overheating and 
humidification or dehumidification to avoid electrostatic discharge, corrosion and 
condensation that would damage the IT equipment. Data centers use many different 
types of cooling equipment, the choice of which depends on local factors. Such factors 
include ambient climates, energy and water costs, building envelope, and rack power 
densities,9,22 which are further discussed in Chapter 2.3 of this Roadmap.

Power provision equipment typically consists of transformers and switchgear, 
uninterruptible power supplies (UPSs), power distribution units (PDUs), and backup 
generators that provide power during grid outages. All infrastructure equipment runs 
on electricity except backup power generators, which require fuels such as diesel or 
natural gas for operation. (See Chapter 3.1 of this Roadmap.)
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Ideally, most electricity consumed 
by a data center would be used 
by the IT equipment itself, which 
performs the main revenue-earning 
function of the data center. When 
infrastructure uses a high fraction 
of the total electricity consumed, a 
data center is considered relatively 
inefficient. This concept is captured 
by a key metric used to assess data 
center efficiency: power usage 
effectiveness (PUE), which is defined 
as the ratio of a data center’s total 
energy usage to the energy used by 
its IT equipment (see Box 1-2).

Figure 1-4 provides a breakdown 
of the most recent estimates of IT 
equipment electricity use versus 
infrastructure electricity use for all 
data centers in world regions2,3,23,24 
for which such estimates are 
available. Note that these types of 
data will typically be estimates due 
to widespread lack of empirical and 
reported data on data center energy 
use, which is a topic addressed later 
in this chapter. On average for these 
regions, infrastructure is estimated 
to account for 30-33% of electricity 
use, whereas IT equipment is 
estimated to account for 67-70% 
electricity use. 

However, these proportions can differ substantially at individual data centers 
depending on their purpose, types of IT and cooling equipment, efficiency levels, 
climate and other factors, as shown in Figure 1-5.3

The share of overall data center electricity use attributable to infrastructure has 
steadily declined over the past two decades. This decline is primarily due to concerted 
efforts by data center operators to improve the energy efficiency of their cooling 
systems (as discussed in Chapter 2.3 of this Roadmap) and to adopt more efficient 
electrical equipment, such as high-efficiency UPS systems. For example, in 2007 LBNL 
estimated that infrastructure equipment consumed as much power as IT equipment in 
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Figure 1-3. A typical data center information 
technology (IT) equipment layout with 
individual IT racks arranged in rows. In this 
depiction, each row contains 13 racks.

US data centers, resulting in an estimated nationwide average PUE of 2.0. However, 
by 2023, thanks to the aforementioned efficiency gains, infrastructure equipment 
consumed less than half as much power as IT equipment, with an estimated 
nationwide average PUE around 1.43.2,20

Servers generally account for the vast majority of energy use on the IT equipment side 
(Figure 1-5). The energy use characteristics of each major type of IT and infrastructure 
equipment are discussed briefly below. 

     ii(a). Servers

Servers are generally the single largest consumer of electricity in most data centers. 
While there are several different types of servers used in data centers, over the years, 
the average power requirements of servers has been growing steadily as has the total 
number of servers installed in data centers globally. For example, LBNL estimates that 
the total stock of servers in the United States doubled from 2014 (around 15 million) to 
2023 (around 30 million).2,25 This implies a compound annual stock growth rate (CAGR) 
of around 8%. While absolute stock numbers are not available at the global level, IEA 
estimated that the worldwide stock of servers grew at an even faster CAGR of 10% 
between 2015 and 2024.3 
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The average power draw has increased over the past decade for all types of data 
center servers according to stockwide average estimates from LBNL (Figure 1-6).2 
While the data in Figure 1-6 are for the United States, global average power draws 
are expected to be similar given that servers are commodity products. Conventional 
servers are single, dual, 4-, and 8-processor servers (Figure 1-6a). These types 
of servers have historically been associated with traditional data center services, 
such as cloud computing, database hosting, websites, online commerce and so on. 
Despite steady energy efficiency gains at the component level, the average power 
requirements of conventional servers have increased due to a combination of higher 
wattage central processing units (CPUs), greater onboard memory and storage 
capacities, and higher utilization levels compared to the past. Accelerated servers 
(Figure 1-6b) are those that are additionally equipped with accelerated processors, 
such as graphic processing units (GPUs), which are required for machine learning (ML) 
and AI model training and inference applications (see Chapter 2.2 of this Roadmap). 
While accelerated servers are not new, their global stocks have expanded rapidly with 
the proliferation of AI-focused data centers. 

Stocks of accelerated servers can consume far more power per unit compared to 
stocks of conventional servers (Figure 1-6). As a result, IEA estimates that while 
accelerated servers accounted for less than 5% of global servers in 2024, their 
operations accounted for around 20% of worldwide data center electricity demand 
that same year (accounting for associated cooling, storage and network energy use).³ 
The shift to more accelerated servers will have major implications for server energy 
use in the coming years. For example, IEA estimates that around 8% of the global 
server stock will be accelerated servers by 2030, whereas LBNL estimates that 21-32% 
of the US server stock will be accelerated servers by 2028 (8-12 million accelerated 
servers out of 37 million total servers in 2028).²
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The average power draw has increased over the past decade for all types of data 
center servers according to stockwide average estimates from LBNL (Figure 1-6).2 
While the data in Figure 1-6 are for the United States, global average power draws 
are expected to be similar given that servers are commodity products. Conventional 
servers are single, dual, 4-, and 8-processor servers (Figure 1-6a). These types 
of servers have historically been associated with traditional data center services, 
such as cloud computing, database hosting, websites, online commerce and so on. 
Despite steady energy efficiency gains at the component level, the average power 
requirements of conventional servers have increased due to a combination of higher 
wattage central processing units (CPUs), greater onboard memory and storage 
capacities, and higher utilization levels compared to the past. Accelerated servers 
(Figure 1-6b) are those that are additionally equipped with accelerated processors, 
such as graphic processing units (GPUs), which are required for machine learning (ML) 
and AI model training and inference applications (see Chapter 2.2 of this Roadmap). 
While accelerated servers are not new, their global stocks have expanded rapidly with 
the proliferation of AI-focused data centers. 

Stocks of accelerated servers can consume far more power per unit compared to 
stocks of conventional servers (Figure 1-6). As a result, IEA estimates that while 
accelerated servers accounted for less than 5% of global servers in 2024, their 
operations accounted for around 20% of worldwide data center electricity demand 
that same year (accounting for associated cooling, storage and network energy use).³ 
The shift to more accelerated servers will have major implications for server energy 
use in the coming years. For example, IEA estimates that around 8% of the global 
server stock will be accelerated servers by 2030, whereas LBNL estimates that 21-32% 
of the US server stock will be accelerated servers by 2028 (8-12 million accelerated 
servers out of 37 million total servers in 2028).²
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Finally, LBNL’s projections for the future power draw of all server types suggest that 
the average power draws of conventional servers and of the largest AI accelerated 
servers will continue to rise for the next several years (Figure 1-6). These trends, 
coupled with expanding server stocks and shifts to AI-accelerated servers, suggest 
strong growth in global data center energy use in the near term (see Section C).

     ii(b). Storage devices

Some servers contain sufficient onboard storage to support their applications. Many 
others, however, require external storage arrays to store files and data that may be 
accessed either frequently or infrequently. The two major external storage array types 
are HDDs and SSDs, although tape storage is still utilized in some data centers for 
infrequently accessed files, as well as for backup purposes, due to its longevity.26 
 
The choice between HDDs and SSDs is typically driven by application requirements, 
costs and performance. In general, HDDs are cheaper than SSDs and offer higher 
storage densities, but they have lower data transfer speeds, have higher cooling loads 
and can be less durable in shock-prone environments. As a very mature technology, 
HDD arrays can also be expanded and upgraded easily and cost-effectively. In 
contrast, SSDs are faster and more durable, offering performance advantages in 

Figure 1-6. Average per-server operational power draw (kW) of US stocks of different server types for conventional and 
AI-accelerated servers, historical and projected.. Source: Shehabi et al (2024).2
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critical applications, while being quieter and running cooler than HDDs. The primary 
disadvantage of SSDs is their higher cost.27

On average, storage is typically the second largest consumer of electricity in the IT 
rack, albeit at much smaller scales than servers (Figure 1-5).2 Both LBNL (2024)2 and 
IEA (2025)3 estimate that, as of 2023, HDDs accounted for more than 80% of data 
center storage capacity with the remaining share attributable to SSDs. The estimated 
power draws and capacities of both types of storage are summarized in Figure 1-7a 
and 1-7b, respectively. 

For both types of drives, capacities have been increasing steadily as storage 
companies continue to innovate. However, a different story emerges for HDDs 
compared to SSDs. The former are also decreasing in power draw per drive, even 
as capacities increase, leading to steady reductions in energy intensity (the average 
watts of power draw per terabyte of storage). The latter have seen increases in power 
draw per drive as capacity per drive has increased, indicating lower energy efficiency 
gains compared to HDDs. On a watts per terabyte basis, by 2027 HDDs are expected 
to exhibit substantially lower energy intensities than SSDs, which means they may be 
the more energy efficient choice for applications where speed and performance are 
not mission critical (Figure 1-7c).  

Figure 1-7. Trends in estimated power draw per drive, capacity per drive and power draw per terabyte for hard disk types 
in Figure 1-8 are reasonable for other world regions drives (HDDs) and solid-state drives (SSDs), 2010-2027, derived from 
panels (left) and (center). Source: Shehabi et al (2024).2
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     ii(c). Network switches

Network switches generally represent the smallest share of IT equipment energy use 
by a significant margin. For example, network switches comprised only around 6-7% 
of estimated national data center IT equipment electricity use in the United States 
(2023) and Germany (2024).2,24 Similar to servers and storage, the overall electricity 
use of network switches is driven by the total stocks of different network switch types 
and the average per-unit power draws of each switch type. At a high level, network 
switches fall into two categories: ethernet switches and InfiniBand switches. Ethernet 
switches have been the dominant class with historical port speeds ranging from 0.1-100 
GB/s and are primarily associated with conventional servers. InfiniBand switches are a 
recent class of ultra-high speed switches (with port speeds up to 400 GB/s presently) 
that are increasingly used in high-performance and AI computing applications. 

Data from market firms such as International Data Corporation (IDC),28 which are used 
by some analysts in data center energy analyses, provide network switch shipments in 
terms of network port numbers and speeds. Figure 1-8 summarizes estimates by LBNL 
(2024)2 of the average power draw of different port types over time (left panel)—
categorized by port speed—and the corresponding total stock of different ports in the 
United States (right panel). Similar data are not available for the rest of the world, but 
IEA (2025)3 has estimated that both the power draws and the shares of different port 
types in Figure 1-8 are reasonable for other world regions.

Figure 1-8. Estimated average power draws of different types of network ports and shares of each port type in the 
United States, 2014-2028. Source: Shehabi et al (2024).2����������
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The total electricity use of network switches is a function of the power per port and the 
total number of ports installed in data centers (as seen in Figure 1-8). While steady per-
port power reductions were seen from 2014 to 2020, since that time LBNL’s estimates 
have held constant. Meanwhile, the number of US ports has risen rapidly, with shares 
steadily shifting to faster port speeds over time as new switch innovations become 
available. In the United States, the net effect has been around a three-fold increase in 
network port electricity use from 2014 to 20232; however, overall shares of network 
switch energy use remained small due to growth in IT electricity use overall.

As more AI-accelerated servers are deployed, the number of InfiniBand ports 
connecting AI clusters is also expected to increase rapidly. Due this growth, InfiniBand 
ports are expected to account for 45% of electricity use of all US network switches by 
20282, underscoring how shifts to AI-accelerated servers will increase not only server 
electricity use, but network switch electricity use, as well. LBNL (2024)² estimates 
that InfiniBand switches require roughly 11 W/port, which is similar to the high per port 
power draws of the fastest ethernet switches (Figure 1-8, left panel).

     ii(d). Power chain

The electricity use associated with the data center power chain generally arises 
from conversion and operating losses within transformers, switchgear, UPSs and 
PDUs. Collectively, these losses can amount to around 10% of total data center 
energy use on average (Figure 1-4). However, their scales can also vary significantly 
by data center type (Figure 1-5), depending on the equipment efficiency levels the 

data center has adopted. For 
example, Table 1-1 summarizes 
typical efficiency ranges of the UPS 
systems different types of US data 
centers employ, which generally 
represent the largest losses in the 
data center power chain. While 
the combined losses associated 
with electricity transformation and 
distribution equipment generally 
amount to less than 10% of total 
data center energy use, losses can 
be much less for the most efficient 
data centers.8,20
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UPS E�cienciesData Center Type

Commercial edge
Enterprise branch
Small and medium businesses
Telco Edge

Comms service providers
Internal data centers
Colocation 

Hyperscale
AI data centers

77 - 85%

80 - 94%

90 - 99%

Table 1-1. Ranges of uninterruptable power supply (UPS) 
efficiences by US data center type. Shehabi et al (2024).2
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     ii(e). Cooling

Cooling systems generally account for the largest share of infrastructure energy use in 
most data centers (Figure 1-2). The energy use of cooling systems depends on many 
factors, including the types of cooling equipment employed, their efficiency levels, 
data center temperature set points, local climate and more, as discussed in Chapter 
2.3 of this Roadmap. A common proxy for the efficiency of cooling systems is PUE (see 
Box 1-2), given that cooling systems typically consume the largest share of energy for 
infrastructure at a data center (Figures 1-4 and 1-5). The most efficient cooling systems 
generally deliver low PUE values, whereas the opposite is true for less efficient cooling 
systems. Figure 1-9² depicts the wide range of PUE values associated with different 
common cooling systems and approaches (left panel), estimated PUE ranges for 
different US data center types as of 2023 (upper right panel), and IEA’s3 estimated 
regional averages for 2024 (lower right panel). Higher PUEs are generally associated 
with today’s small, midsized and co-location data centers, which typically rely on air-
cooled racks with chiller-based systems or even direct-expansion (DX) cooling systems 
in smaller spaces. The listed technologies include liquid cooling systems, which are 
increasingly deployed to cool high power-density racks at AI data centers and can 
generally achieve very low PUE values when well designed. However, as AI data 
center campuses become increasingly large, with some announced data centers set 
to consume gigawatts of power, even low PUE values can still translate into very large 
electricity loads.29
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B. How Much Energy Do Data Centers 
Currently Use?

i. Estimation approaches 

Unlike some other sectors, there are no comprehensive energy statistics available 
for all data centers at national or global levels. While some large operators report 
the annual electricity use of their data centers, others only report electricity use for 
their entire organizations (which can include office buildings, research labs, retail 
spaces and more), and some operators report no data at all.29 Even when such data 
are collected from major operators by governments, as in Ireland,30 the many small 
internal data centers operated by non-tech companies are often excluded. While the 
share of global electricity use attributable to internal data centers is small compared to 
hyperscale, co-location and AI data centers, as discussed earlier in this chapter, their 
electricity use is still substantial in an absolute sense. While the reporting situation may 
change with emerging policies that will require more disclosures (see Chapter 6 of this 
Roadmap), historically, the only way to quantify the energy use of all data centers at 
different spatial scales has been to use estimation methods.

In general, estimation methods fall into the following broad categories2,31,32:

•	 Bottom-up calculations: Estimate total stocks of different types of 
IT equipment by region and/or data center type, assume average 
power draws for each, and apply PUE assumptions (e.g., as discussed 
in Section A.2) to arrive at grand totals of energy use. Typically 
considered the “gold standard” of estimation methods due to its rigor 
and explanatory power, 29,33 its main drawback is that many (and often 
commercial) data are required for comprehensive estimates. 

•	 Top-down calculations: Rely on energy consumption data that 
are collected by governments, reported by companies and/or are 
associated with data center populations (e.g., advertised critical IT 
capacities of co-location data centers) within a given region. While 
such aggregated data are partially available, this method risks 
omitting segments of the market that do not report (e.g., internal data 
centers and non-reporting operators). 

•	 Extrapolation-based calculations: Develop estimates by applying 
growth rates to the estimates of previous years (which can be bottom-
up, top-down or even extrapolative in nature), wherein proxies, such as 
internet traffic, investments or past energy growth, are typically used 
for growth rates. This method can introduce large uncertainties for 
multi-year extrapolations and lacks explanatory depth.
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Each method has advantages and disadvantages, and each method is prone to 
uncertainties. While examples of all methods exist in the literature, the most rigorous and 
transparent analyses generally use bottom-up calculation approaches, such as recent US 
national and global analyses published by LBNL (2024)2 and IEA (2025),3 respectively. 
Kamiya and Coroama (2025)31 offer a detailed discussion of estimation methods.

ii. Estimated current energy demand

Summaries of the most recent and authoritative estimates of data center energy 
demand are provided in Figures 1-10 and 1-11.a 

At the global level, IEA (2025)3 recently estimated that data center energy demand 
increased roughly 3-fold over the past two decades, rising to 416 TWh in 2024, or 
around 1.5% of global electricity use that same year (Figure 1-10, left panel). However, 
much of that growth has occurred since around 2017, after a long period of relatively 
modest electricity demand growth.33 The post-2017 rise was primarily due to growth 
in cloud computing, increasing online media consumption and, importantly, increasing 
deployments of AI computing globally. These trends are reflected by shifts in installed 
IT power capacity away from internal/enterprise data centers and toward hyperscale, 
cloud and co-location data centers (Figure 1-10, center). Over the same time period, 
substantial growth occurred in the world’s three largest data center markets: the 
United States, Europe and China—with the latter experiencing the greatest relative 
growth due to large investments in AI data centers34 (Figure 1-10, right panel).

Figure 1-11 summarizes best-available country- and region-level results by market 
segment and/or equipment type (when available) and for the most recent historical 
years reported. In terms of individual countries, the United States and China represent 
by far the greatest estimated shares of recent data center energy demand, at 8 and 5 
times the scale, respectively, of Germany, which is the next largest country at around 
20 TWh in 2024 (Figure 1-11). As a region, however, Europe is estimated by IEA (2025) 
to be the third largest data center energy user, at 68 TWh in 2024, followed by the 
rest of Asia Pacific (i.e., excluding China) at 48 TWh in 2024. Within Europe, data 
centers in Germany consume 2-4 times the energy of the next largest countries, which 
include France, the Netherlands and Ireland. Also notable in Figure 1-11 are the very 
small current scales of data center energy use in the large world regions of Africa, the 
Middle East, and Central and South America, whose collective energy use (around 5 
TWh in 2024) is comparable to that of Ireland alone.  

a   Global estimates and those for all other countries besides the United States and Europe are from IEA (2025),3 which relies 
primarily on bottom-up methods. Estimates for the United States are from LBNL (2024),2 which also relies on bottom-up 
methods. Estimates for Europe (except Germany) are from Kamiya and Bertoldi (2024),23 which aggregates data from different 
bottom-up, top-down and other types of studies. Estimates for Germany are from Murzakulova et al. (2025),24 which uses 
bottom-up methods.
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Expressed as a share of total national or regional energy use, a different perspective 
on data center energy use arises (Figure 1-11). Namely, while the United States and 
China account for the largest absolute amounts of total data center electricity use 
globally, data centers comprised only around 4% and 1% of their national electricity 
consumption in 2024, respectively.3 Conversely, while Ireland’s total data center 
electricity use is small from global perspectives, at the national level, data centers are 
a major source of electricity use, comprising 22% of Ireland’s national electricity use 
in 2024.35 Therefore, the importance of data center electricity use can also vary by 
country, even if country-level electricity use is a small contributor to global totals. 

At subnational scales, data centers can affect electricity grids even more acutely. For 
example, in the City of Santa Clara, California-in the heart of the U.S. Silicon Valley-
data centers account for around 60% of total electricity use, leading to electricity rate 
increases for all inhabitants to support grid infrastructure projects.36 In the U.S. state 
of Virginia, which hosts an estimated 13% of reported data center capacity globally,37 
data center electricity use comprised around 25% of total electricity demand,38 making 
data centers a critical focus of utility planning, rate structuring, energy policy, and 
community activism activities in recent years. 
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iii. What about carbon emissions?

Accurate estimates of the operational carbon emissions associated with the world’s 
data centers are typically precluded by several factors. First, Scope 1 emissions data3 
that are specific to the onsite and/or backup generators used at data centers are 
rarely reported. Second, the specific locations of many of the world’s data centers, 
especially internal/enterprise data centers, are unknown. Third, even when the specific 
locations of data centers are known, analysts must often use region- or country-level 
emissions factors for Scope 2 emissions.4 Fourth, when some companies report Scope 
2 emissions, they report only “market-based” emissions that reflect renewable energy 
credits and virtual power plant agreements rather than “location-based” emissions 
that reflect actual emissions from their local grids. Market-based emissions tend to 
be smaller than location-based emissions. (Scope 1, 2 and 3 emissions accounting is 
discussed in Chapter 3 of this Roadmap.)

However, recent estimates can offer a rough sense of scale on regional and global 
data center carbon emissions. 
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Figure 1-11. Most recent country- and region-level estimates of data center energy demand grouped by greater and less 
than 50TWh/year. Sources: IEA (2025),3 Shehabi et al. (2024),2 Kamiya and Bertoldi (2024),23 and Murzakulova et al. 
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In 2023 in the United States, according to LBNL, Scope 2 emissions from data centers 
were 61 billion kg (61 Mt) of carbon dioxide equivalents (CO₂e). This figure is based 
on an estimate of 176 TWh of electricity (4.4% of total US electricity consumption) 
and assumed spatial concentrations of data centers within the country.2 For context, 
total 2023 emissions from the US power sector amounted to 1454 billion kg (1454 Mt) 
CO₂e,40 meaning data centers accounted for around 4.2%. These results suggest that 
US data centers are located in power grids that deliver, on average, slightly lower CO₂ 
emissions intensities than the national average.

At the global scale, IEA (2025)b estimated that data centers accounted for around 
180 Mt of CO₂ emissions in 2024 from the consumption of electricity, which excluded 
emissions from backup power generation. As a share of total combustion-related 
emissions globally, this value translates to around 0.5%.

These results suggest that, while data center electricity demand is poised to grow 
rapidly, thus far it has made relatively small contributions to global CO₂ emissions 
compared to other energy-intensive sectors. However, this may change in the near 
future depending on the electric power sources that are employed moving forward to 
meet increasing data center electricity demand. 

C. Where Is Data Center Energy Use Headed?

The rapid increase in data center electricity demand in the past several years (Figure 
1-10), coupled with many recent announcements of future AI data center expansions, 
has led to the appearance of numerous recent studies that project future data center 
energy use at national and global levels. These studies have employed a wide 
range of different methods, data sources, analysis periods and assumptions in their 
projections, with no two studies being directly comparable. Due to these different 
approaches, there is wide variance in their results, as reported by Kamiya and 
Coroama (2025).31   

However, the recent IEA (2025)3 report provides robust insights on possible future 
trajectories of data center energy demand, as well as their drivers, the latter of which 
are summarized in Figure 1-12. Between 2024 and 2030, IEA estimates that the 
major drivers of data center energy demand growth will be major expansions of both 
conventional server stocks and energy-intensive AI-accelerated server stocks (see 
Figure 1-6), increased wattage of AI-accelerated servers, and expanded stocks of 
storage and network switch arrays to accompany expansions in compute capabilities. 
However, IEA also estimates that the energy demand growth attributable to the above 

b   Scope 1 emissions for a data center come from equipment on site, such as backup generators and refrigeration equipment.39

c   Scope 2 emissions for a data center come from the generation of electricity purchased by the data center.39
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drivers may be partially offset through reduction in data center PUEs associated with 
the shift to more hyperscale and AI data centers, which are increasingly adopting low-
PUE liquid cooling methods (see Chapter 2.3 of this Roadmap).

As a result of these drivers, in its base case scenario, IEA estimates that global data 
center electricity demand could increase by a factor of 2.3 between 2024 and 2030, 
from 416 TWh to 946 TWh. The majority of this estimated growth is associated with 
large increases in the electricity demand of conventional and AI-accelerated servers 
(Figure 1-13; left panel) and plays out predominantly in the United States and China 
data center markets (center panel). In the base case, Scope 2 carbon emissions (right 
panel) are projected to rise rapidly alongside electricity demand growth, increasing 
from 180 Mt of CO₂ emissions in 2024 to around 320 MtCO₂ by 2030. Emissions in 
IEA’s base case stop growing and instead begin to decline slightly after 2030, as 
lower-carbon electricity sources begin to penetrate. Future power grids are discussed 
in Chapter 4 of this Roadmap.
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Figure 1-12. International Energy Agency (IEA) estimates of the major drivers of global data center energy demand 
growth from 2024-2030. Source: IEA (2025).3
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In light of substantial estimation uncertainties, IEA (2025)3 also considered bounding 
scenarios that correspond to “bullish” and “bearish” outlooks for growth of AI 
computing applications. In its “lift-off” scenario, IEA considered stronger AI adoption 
and increased global demand for digital services, leading to greater deployment of 
data center facilities compared to the base case. In its “headwinds” scenario, IEA 
considered plausible constraints to AI’s growth, including difficulties financing further 
investments, strong local constraints on data center development and delayed data 
center construction due to electricity supply chain constraints. These two extremes 
result in vastly different outcomes, with data center electricity demand reaching 
around 1700 TWh by 2035 in the “lift off” scenario and leveling off at around 700 TWh 
by 2035 in the constrained “headwinds” scenario. These scenarios are summarized in 
Figure 1-14.

Scenario exercises such as these can shed light on possible future trajectories and 
what drives them, which can help inform early decisions that may help steer AI and 
data center energy demand toward the most sustainable outcomes. Such interventions 
include more efficient hardware and software, more efficient cooling systems, greater 

Figure 1-13. International Energy Agency (IEA) (2025)3 Base Case scenario results for (left) global data center 
electricty demand by data center component, (center) global data center electricty demand by world region and 
(right) Associated Scope 2 (location-based) carbon emissions.



ICEF Sustainable Data Centers Roadmap

41
October 2025
Return to Table of Contents

use of renewable electricity, reuse of waste heat, and more as discussed in later 
chapters of this Roadmap. As such, future analyses, especially those meant to guide 
policy decisions, should develop and implement scenario exercises.47
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Box 1-1 

Jevon’s Paradox? 

The recent rise in global data center electricity use has been predominantly driven 
by demand for AI computing. This trend is expected to continue through at least 
the end of the decade.2,3 This rising electricity use has occurred despite steady and 
well-documented gains in the energy efficiency of AI hardware and software that 
have occurred in parallel (see, e.g., Patterson et al. 202341) and despite growing 
adoption of the most energy-efficient cooling systems in many AI data centers. 

Figure 1-14. International Energy Agency (IEA) global scenarios for the future of global data center electricity use 
(TWh), which depict a broad range of potential outcomes depending on market growth, efficiency gains and potential 
bottlenecks. Source: IEA (2025)2,3
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The fact that total electricity use has risen despite large energy efficiency gains has 
led some analysts to invoke the concept of “Jevon’s Paradox,” which is attributed 
to economist William Stanley Jevons. Jevon’s Paradox proposes that increasing 
the efficiency of a resource’s use can lead to greater consumption of that resource 
over time, not less. The theory is that, as efficiency increases, the costs of using a 
resource are lowered, leading to more demand and expanded use of the resource. 
Scholars are beginning to research Jevon’s Paradox in the context of AI computing. 
This assessment will require careful analysis of technology trends, potential 
rebound effects, and the extent to which AI substitutes for or complements demand 
for societal services.42,43

However, Jevon’s Paradox has also been hotly debated in the energy efficiency 
community for years. Some leading scholars suggest that efficiency is a critical 
feature of sustainable growth, leading to enormous societal energy and cost savings 
over time while expanding access to energy services. They also argue that Jevon’s 
Paradox ignores other growth factors, such as economic development, and that it 
paints energy efficiency as a negative force rather than a positive one.44,45 

With respect to current increases in electricity demand for AI, some analysts have 
noted that AI technologies are in an early growth phase and many AI businesses are 
expanding principally due to competition for market leadership, not due to energy 
efficiency improvements.46 Finally, there are many examples of energy efficiency 
improvements that have led to overall energy demand reductions, and despite 
rebound effects, such as the case of energy-efficient lighting technologies in the 
United States. Therefore, Jevon’s Paradox is not the universal axiom that many view 
it to be.

While debates about Jevon's Paradox are not likely to be settled soon, most 
analysts agree that energy efficient hardware, software, cooling systems and data 
center operations will be critical for ensuring that AI data centers develop in the 
most sustainable ways possible. For example, in its “high efficiency” scenario, IEA 
estimates that energy efficiency could reduce the world’s data centers’ electricity 
consumption by nearly 20% by 2035 compared to its base case. Indeed, many 
gigawatts of future data center capacity builds have already been announced, not 
in response to historical energy efficiency gains, but rather for business, economic 
growth and national security reasons. Ensuring that these planned builds are as 
energy-efficient as possible will be critical for minimizing their environmental and 
social impacts.
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Box 1-2

Cryptocurrency mining

Cryptocurrency mining refers to the use of specialized computing equipment that 
performs calculations—most commonly “proof of work (POW)”—to validate blocks of 
transactions in a blockchain ledger.48 Operators of this equipment can earn rewards 
for each successful validation, which is typically paid in cryptocurrency, hence the term 
“cryptocurrency mining.”  

This specialized equipment, referred to as mining “rigs,” can consume substantial 
amounts of electricity. For example, the global network of mining rigs for Bitcoin, the 
largest POW cryptocurrency in the world, was estimated to require around 200 TWh 
per year (as of August 28, 2025).49 This is an amount that exceeds the total estimated 
electricity use of all US data centers in 2024 (183 TWh).3 

Due to these high power demands, the majority of cryptocurrency mining occurs in 
dedicated facilities that can each contain many thousands of mining rigs. Just like the 
IT racks in conventional data centers, these mining rigs also generate large amounts 
of heat that must be removed. Cooling techniques range from simple facility ventilation 
fans to cutting-edge liquid cooling systems, depending on the operator.2,50 Although 
data on the geographical distribution of cryptocurrency mining facilities are scarce, as 
of 2022, the majority of Bitcoin mining operations were estimated to be located in the 
United States, China, Kazakhstan, Canada, Russia and Germany.51 

The highly specialized and physically distinct nature of cryptocurrency mining means 
that it is often regarded as its own sector, distinct from either conventional or AI data 
centers. For further information on the energy impacts of cryptocurrency mining, see 
Shehabi et al. (2024), IEA (2025), and CBECI (2025).  

Besides POW, there are several other methods for validating cryptocurrency 
transactions, such as proof of authority (POA), proof of burn (POB), proof of capacity 
(POC) and proof of stake (POS).52 Of these, POS—used by Ethereum and some 
other cryptocurrencies—is the most common. The energy requirements of POS 
cryptocurrencies are much lower than those of POW cryptocurrencies,48 due to more 
efficient validation algorithms that can be run on standard computing equipment. 
CBECI (2025) estimates that the global Ethereum network consumes around 4.4 GWh 
of electricity per year, which is 45,000 times lower than the global Bitcoin network. 

Cryptocurrency mining is outside the scope of this Roadmap. 
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D. Recommendations

Data center energy use has risen rapidly, and according to many projections, may 
continue to do so in the years ahead. However, our ability to understand and manage 
this potential growth depends on having models, datasets and scenarios that can 
accurately estimate where that growth may be headed, which factors may drive that 
growth and what interventions and improvements can bend the curve toward more 
sustainable outcomes. 

To support such a vision, the following recommendations could improve the depth and 
quality of the knowledge base on data center energy use:

1.	 Governments and regulatory agencies should develop public data 
repositories on the energy use and characteristics of data centers 
at national and sub-national scales, including via mandatory data 
collection initiatives from data center operators with strict data 
quality and measurement and verification protocols. 

2.	 Data center operators should improve reporting and transparency 
on the energy use, peak power demand, operating characteristics 
and other environmental attributes (e.g., water consumption) of 
data centers to improve the empirical knowledge base for data 
center energy analysts. 

3.	 Governments, philanthropies and research institutions should 
organize and convene forums to establish best practice analysis 
methods and data sharing initiatives to rapidly improve the state of 
science for estimating and projecting data center energy use. 

4.	 Researchers should conduct regular inter-model comparisons of 
data center energy models and scenarios to understand model 
differences, identify potential improvements, and establish and 
coalesce on best practices. 

5.	 Governments, research institutions and international organizations 
should convene forums specifically aimed at developing and 
disseminating scenario narratives for exploring future growth 
pathways for AI and data centers, including associated frameworks 
and analysis approaches; similar to the Shared Socioeconomic 
Pathways,47 such scenarios would enable inclusion of data center 
futures in climate change mitigation scenarios. 
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6.	 Governments and research institutions should develop and 
disseminate models and datasets of data center energy use in 
developing and emerging economies, which have historically been 
overlooked by the research community but whose data center 
electricity use may grow in the future. 

7.	 Research institutions should reinforce the need for best practices in 
analyses adopted by policymakers, given wide variance in results 
associated with low-quality studies.31 

8.	 Governments and research institutions should improve approaches 
to identifying existing and planned data centers, such as through 
in-country sources and open shared location datasets such as the 
IEA AI Observatory. Improved understanding of the spatial patterns 
of data centers is important for assessing potential local impacts and 
proactively designing policies that avoid or minimize those impacts.  

9.	 Governments and companies should support research to better 
understand the CO₂ emissions of AI data center power sources, 
focusing on more granular, grid-scale modeling of emissions. This 
includes closely tracking announced investments in cleaner power 
technologies, as well as tracking those investments when they 
ultimately come online, for more accurate forward-looking scenarios.
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D ata centers are complex facilities that include information technology 
(IT) and infrastructure equipment, often distributed across several buildings. IT 
equipment typically comprises electronics housed in server racks, networked 

to one another and powered by electrical infrastructure. Each rack contains general 
purpose and/or accelerated processors, connected to memory chips and short- and 
long-term storage. Electrical infrastructure converts electricity to the appropriate levels 
for IT equipment operations.

A data center running artificial intelligence (AI) workloads operates like a massive, 
high-speed postal sorting facility designed to handle an enormous volume of 
specialized packages. The servers act as sorting stations where incoming data packets 
(like letters and parcels) are processed by workers (processors) who must quickly 
analyze, categorize and route information. Memory serves as temporary holding 
areas where packages wait to be processed, while storage systems function as vast 
warehouses storing reference materials needed for sorting decisions. The networking 
infrastructure resembles conveyor belts that move packages between stations.

As described in Chapter 1, AI workloads are particularly energy intensive; processing 
AI packages requires cross-referencing millions of previous deliveries simultaneously—
each “package” (data point) must be compared against vast databases of patterns and 
examples before determining where it should go next.
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A. Defining and Measuring Energy Efficiency

Computing energy efficiency has improved by an extraordinary factor of 10 billion over 
5 decades, from ENIAC’s (Electronic Numerical Integrator and Computer) 150-kilowatt 
power consumption in 1946 to modern processors achieving billions of operations 
per watt-hour. This transformation followed Koomey’s Law, which demonstrated that 
computations per watt-hour doubled every 1.6 years during the “golden age” from 
1946 to 2000. The improvement was driven by transistors shrinking while maintaining 
nearly constant power density, creating exponential performance gains with stable or 
decreasing power consumption.1

Figure 2.1-1. Image of a data center. 

Around 2005, this golden age ended as Dennard scaling broke down due to quantum 
effects at atomic scales. The industry pivoted to architectural innovations, with recent 
advances showing continued but slower progress—efficiency now doubles every 2.3 
years instead of every 1.6 years.2 The last decade has seen exceptional technological 
progress. Processors advanced through smaller manufacturing nodes (22 nm to 3 nm), 
multi-core architectures and dynamic power scaling. Memory, storage and networking 
designs evolved. Critically, ARM processors and specialized AI chips challenged x86 
dominance with superior performance-per-watt. 
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Improvements in the energy efficiency of IT equipment components have slowed but 
not stopped. These improvements are expected to continue in the years ahead. (See 
the second part of this chapter.) Yet when these component-level improvements are 
viewed at the system scale, a different picture emerges. Chip-level efficiency gains 
are increasingly offset by exponential demand growth from AI and other workloads. 
Despite these energy efficiency improvements, carbon emissions at data centers 
continue to rise.3

Companies, researchers and engineering consortia have yet to align on a 
comprehensive way to measure IT equipment energy efficiency in AI workloads. 
Epoch.AI, a research institute, tracks hardware efficiency trends using FLOPS per 
watt—a traditional metric applied to scientific computing involving many “floating point 
operations per second” (FLOPS). While this metric does not provide a complete picture 
due to IT equipment diversity and the nature of AI workloads, it serves as a good 
approximation. The MLCommons Power Work Group recently released a benchmark 
intended to include applications from data centers to mobile devices, from training to 
inference.4 Stanford’s Human-Centered AI 2025 Index Report, using Epoch.AI data, 
calculates a 40% reduction in energy consumption in AI-specific hardware per FLOP 
over the past three years, indicating that progress may be slowing down even further 
(Figure 2.1-2).5
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B. Components

Chapter 1 discussed energy use trends at the level of entire servers, showing how 
average power draw has increased over time. Below we discuss the components 
within those servers and how each contributes to overall energy use. Figure 2.1-3 
presents a sketch of typical components found in a server. Each component consumes 
different amounts of energy in different ways. 

Central processing units (CPUs) handle general-purpose computing tasks with 
moderate power draw (50-200 W), while accelerated processors, like graphics 
processing units (GPUs) and custom chips like tensor processing units (TPUs), excel 
at parallel processing but consume much more electricity (400-1000+ W). Memory 
provides fast temporary storage for active data, consuming negligible power that 
scales with capacity. Storage devices, such as solid-state drives (SSDs), provide 
persistent data storage, with SSDs using less power than older mechanical drives. 
Networking components move data between systems, with power consumption 
varying dramatically based on speed and distance requirements.

i. Computation: processors and memory 

Chapter 1 shows that servers consume the majority of power in data centers. 
Processors and memory are a primary source of energy usage within servers.
Historically, data centers relied mainly on CPUs, which ran at roughly 50-200 W per 
chip. GPUs for AI have been drawing 400-700 W, with newer (2024+) chips expected 
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to run at over 1000 watts.6 GPUs contain thousands of smaller cores compared to 
CPUs’ dozens of larger cores, meaning far more transistors are actively switching and 
consuming power simultaneously during parallel computations.

Major chip designers are pursuing different energy efficiency strategies. NVIDIA claims 
its most recent processor architecture uses up to 25x less energy relative to its own 
previous generation chips during AI inference.7 Advanced Micro Devices (AMD) is 
focusing on using fewer GPUs to achieve similar outputs, claiming its recent offerings 
have a 30% advantage over competitors.8 Intel targets energy savings with open 
system standards, claiming a 40% average power reduction relative to competitors.9
Hyperscalers are targeting energy efficiency by specializing for AI applications. Google 
claims its most recent accelerated processor TPUs are 67% more energy efficient 
than previous versions.10 Amazon Web Services similarly claims a 40% improvement in 
energy efficiency for its own accelerated processors.11 Microsoft, Meta, IBM and other 
hyperscalers appear to be aiming to achieve similar outcomes.

Startup companies are developing novel processor architectures with promising 
energy efficiency performance. Untether AI recently demonstrated a 3-6x improvement 
across multiple machine learning (ML) Commons benchmark categories.12 Groq claims 
to achieve 10x energy efficiency improvement through a novel chip design.13

The software that trains AI models and runs inference requires large amounts of 
memory. These chips consume energy as data are written to and read from memory. 
AI systems leverage higher memory bandwidth (the rate at which data are transferred) 
to accelerate AI training and inference. But higher bandwidth typically correlates 
with higher power consumption. Researchers and industry are working toward novel 
architectures to increase bandwidth while minimizing energy usage.14

ii. Storage 

Chapter 1 distinguishes energy usage between servers and storage. Below we discuss 
storage technology within the context of servers (for short- to medium-term information 
needs during processing). 

SSDs provide the high-speed data access required for training large AI models. During 
training, AI systems must process massive data sets containing billions of examples, 
which requires continuous, rapid data transfer from storage to processing units. For AI 
inference operations, SSDs enable rapid access to AI models and any reference data 
needed for generating responses.

AI workloads create unique energy demands for SSDs due to their sustained high-
throughput patterns. During training, SSDs experience bursty read and write patterns 
as data sets are streamed repeatedly, keeping the drives in active states rather than 
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allowing them to enter lower-power idle modes. In contrast, memory usage is read-
heavy, continuous and sustained during inference.

Current SSD technology is almost twice as fast as the previous generation 
but consumes 50-100% more energy during peak operations.15 Memory chip 
manufacturers, such as Samsung and Micron, are developing new designs that 
maintain performance while reducing energy consumption by half.16,17

iii. Networking 

Data center networking controls how information flows throughout the system. 
Switches direct data to their destinations—some locally within server racks, others 
regionally within building sections. Load balancers ensure that no single server 
becomes overwhelmed. Together, these devices aim to provide fast and reliable 
information flow.

Similar to memory and storage requirements, AI workloads require high bandwidth 
networks. These expand beyond traditional enterprise networking standards. AI data 
centers’ bandwidth requirements can range from several gigabits per second to 
terabits per second.18

Traditional enterprise networking equipment consumes dramatically less power per 
port than specialized AI networking hardware, with power differences 3-10x higher for 
AI equipment. Despite this increase, networking remains under 5% of total data center 
power consumption due to the massive scale of AI compute requirements. Networking 
equipment manufacturers are adopting technologies, such as co-packaged optics, to 
increase bandwidth while reducing power consumption, with projections of up to an 
80% reduction in energy usage.19,20

C. Innovations and Forecasted Efficiency Gains

Data centers present significant opportunities for improving energy efficiency through 
both established best practices and emerging innovations. While conventional 
strategies benefit all data center operations (see Table 2.1-1 below), AI workloads 
demand specialized approaches, including high-bandwidth networking, sustained 
storage performance and power oversubscription tailored to inference patterns. 
Hardware advances in electronics, photonics and power distribution can improve 
energy efficiency, while tailoring server designs and data center operations to specific 
AI workloads—training versus inference—offers further energy savings. Although the 
rate of improvement in energy efficiency appears to be slowing, the innovations below 
may lead to new upticks in progress.
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Electronics 
Manufacturing

Select ENERGY STAR certified servers and 
equipment

Deploy solid-state drives (SSDs) over mechanical 
drives

Use e�cient memory technologies (e.g., DDR5, 
low-voltage)

Standard servers without 
e�ciency certifications

Traditional spinning disk drives 

Older DDR3/DDR4 standard 
voltage memory

Processors Enable processor power management (e.g., 
C-states, P-states)

Implement dynamic voltage/frequency scaling

Processors running at constant 
maximum frequency

Fixed voltage and frequency 
operation

Storage Storage virtualization and deduplication

Tiered storage with automated data placement

Implement storage power management

Direct-attached storage with 
redundant data

Single-tier storage systems

Always-on storage arrays

Networking Deploy energy-e�cient network switches

Network virtualization and consolidation

Use adaptive link rate and port power management

Legacy switches without power 
scaling

Physical dedicated network 
infrastructure

Fixed-rate network interfaces

Power 
Conversion

High-e�ciency power supplies (>90% e�ciency)

High-e�ciency uninterruptible power supply (UPS) 
systems (>95%)

Power factor correction (>0.95)

Standard 80% e�cient power 
supplies

Traditional UPS systems at 
85–90% e�ciency

Uncorrected power factor (0.7–0.8)

Operations Real-time power monitoring and management

Automated workload scheduling and migration

Manual monitoring with monthly 
readings

Static workload placement

i. Electronics manufacturing and packaging 

Chip packaging is the process of enclosing semiconductors in protective materials 
and connecting them to external circuits through pins. It provides physical protection, 
electrical connections and thermal management for delicate silicon chips.

Advanced packaging techniques, such as Taiwan Semiconductor Manufacturing 
Company’s (TSMC’s) chip-on-wafer-on-substrate (CoWoS), are delivering a 30% 

Table 2.1-1. Conventional data centers typically operate with legacy equipment at low utilization rates, basic power 
distribution systems, minimal virtualization, reactive operational practices and outdated hardware refresh cycles.
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reduction in power consumption compared to traditional packaging through reduced 
interconnect distances and improved thermal management.21 The company is 
targeting a doubling of its production capacity to 75,000 wafers in 2025.22

AI-designed chips represent the next frontier of chip designs with better power 
efficiency.23 For example, researchers at Oregon State University leveraged AI to 
design chips from new materials, achieving a 6x improvement in energy efficiency.24 

ii. Photonics innovation 

Silicon photonics innovation is revolutionizing data center networking. This technology 
uses light (photons) instead of electricity to transmit data through silicon-based optical 
components like waveguides and modulators. It achieves better power efficiency 
because photons do not generate resistive heat during transmission and can carry 
data over longer distances without signal amplification, unlike electrical signals that 
require constant power to overcome resistance and maintain signal integrity.25

Companies are leading research and development (R&D) efforts in photonics. Intel’s 
co-packaged optics demonstrated a 67% power reduction over pluggable optical 
transceivers.26 Ayar Labs’ TeraPHY chiplets claim 4-8x greater power efficiency than 
traditional interconnects,27 while NVIDIA’s co-packaged solutions claim 3.5x better 
power efficiency.28

iii. Power conversion improvements 

Power electronics are circuits that convert and control electrical power between 
different voltage levels or frequencies or from AC to DC. Gallium nitride (GaN) and 
silicon carbide (SiC) semiconductors have wider bandgaps than silicon, allowing them 
to operate at higher voltages, temperatures and switching frequencies with lower 
resistance. This enables smaller, lighter power converters with less energy lost as heat 
during conversion.

GaN and SiC adoption is already driving efficiency gains in data centers.29 These 
technologies are showcasing up to 98% energy conversion efficiency30 versus the 
85-90% baselines seen with older power electronics. Both technologies are in active 
development, with pathways to an increased range of operation and reliability.31 
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iv. Data center operations

AI workflows are creating specific opportunities for operating data center IT 
equipment. Microsoft reports that the average and peak power usage in AI inference 
are bounded. This implies that AI data centers used solely for inference offer 
substantial headroom for power oversubscription, allowing the deployment of 30% 
more servers per AI inference data center with minimal performance loss.32

v. Server design 

Server design innovations center on liquid cooling advances that dramatically improve 
energy efficiency. (Chapter 2.3 explores this topic in detail.) Other strategies include 
Microsoft Azure’s efforts to use existing components to assemble server racks, leading 
to a net 8% reduction in emissions.33 Amazon Web Services (AWS) has focused on 
standardized yet modular equipment to help retrofit existing data centers.34

Box 2.1-1

Moving computation to the edge

Some AI use cases offer opportunities to avoid data centers altogether. So-called 
“edge AI” processes data locally on devices (smartphones, industrial robots, 
autonomous vehicles) rather than communicating with data centers. Motivated by the 
ability to work offline, with low latencies and strong data privacy guarantees, running 
AI workloads “on the edge” can also reduce energy consumption.

Edge AI workflows eliminate data transmission to data centers, thereby reducing their 
computational load. Specialized processors, such as field-programmable gate arrays 
(FPGAs) and edge-optimized AI chips, can effectively run AI inference workflows.35 The 
tradeoff is that edge AI devices are typically more expensive and less energy efficient 
than traditional counterparts. Multiple companies, such as DEEPX, Hailo and Axelara, 
are actively developing energy efficient and affordable edge AI processors.

While AI training will certainly remain at data center levels, forecasting how AI 
inference demand might shift toward the edge is challenging.36 Rising data center 
costs, regulatory pressure for data privacy and real-time applications may push toward 
edge AI adoption. However, increasingly larger model sizes and edge AI device costs 
may continue to drive AI inference demand in data centers.
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D. Recommendations

1.	 Companies, industry standard setters and engineering consortia should 
align on common metrics for calculating and reporting the energy 
efficiency of IT equipment. Data center operators should support such 
efforts since energy efficiency directly impacts their operating costs. 

2.	 Governments and educational institutions should develop and 
distribute resources to assist non-technical audiences in 
understanding and analyzing the energy requirements of IT 
equipment. 

3.	 Data center operators, utilities and government agencies should 
consider the nature of AI computation workloads in designing, 
provisioning, operating and regulating data centers. Differences 
between AI training and inference should be paramount during decision 
making. 

4.	 Governments, utilities and industry consortia should advance 
knowledge sharing platforms, case study data, diagnostic tools 
and training materials related to improving the energy efficiency 
of IT hardware from procurement, operations and management 
perspectives. 

5.	 Data center operators should conduct, support and publish AI 
inference demand forecasts. Trends between centralized data center 
computations and edge applications should be emphasized. 

6.	 Data center operators should redouble efforts to maximize the energy 
efficiencies of existing IT hardware, including the adoption of efficient 
equipment, virtualization, zombie server identification initiatives, and 
refresh cycles optimized for energy efficiency.
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SoftwareSoftware

A

Alp Kucukelbir and Minjue Wu

lgorithms instruct computers on how to solve problems. But not all 
algorithms are created equal. Computer scientists continuously seek cleverer 
algorithms to improve speed and efficiency.

Consider the task of sorting a list of random numbers from lowest to highest. One 
approach compares every pair of adjacent numbers and swaps them if they are in the 
wrong order. For a list of one thousand numbers, the processor would have to make 
one million comparisons. There is, however, a better way: repeatedly divide the list in 
half and merge the smaller lists back together in sorted order. This algorithm requires 
only about ten thousand comparisons—a 100x speedup.

Both algorithms produce the correct ordering of numbers, from lowest to highest. 
But one requires less computation and energy to do so; it is an objectively better 
algorithm.

Clever algorithm design, as in the example above, has enabled technological 
innovations such as digital audio and video, medical imaging, telecommunications, 
DNA sequencing, and supply chain optimization. When and how such algorithmic 
breakthroughs arise are hard to predict—these moments are considered pivotal in 
computer science. 

This chapter examines how software efficiency impacts data center energy 
consumption, from algorithmic optimizations that reduce computational requirements 
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to operational techniques that align artificial intelligence (AI) workloads with clean 
energy availability. As AI inference demand increases with autonomous agents and 
reasoning models, mastering both technical and operational efficiency becomes 
essential for sustainable data center operations.

A. How Is AI Software Different?

While traditional algorithms like sorting have clear “correct” outputs we can verify, AI 
systems operate differently. The energy efficiency principles remain the same—better 
algorithms use less computation—but measuring “better” becomes far more complex.
AI workflows do not exactly fit this paradigm because we do not yet have an equivalent 
definition of what the “correct” output of an AI algorithm should be. Despite this, there 
is intense research and development activity seeking to improve the computational 
efficiency of AI workflows, such as DeepSeek’s innovations with its V3 and R1 systems. 

AI systems operate in two phases: training (building the software system) and 
inference (using the software system). Training modern AI systems increasingly 
requires larger computational tasks, distributed over tens of thousands of servers, 
sometimes across geographies (possibly multiple data centers) and often spread 
over time. Recent state-of-the-art models, such as GPT-4 and Llama 3.1 were trained 
in dedicated data centers and are estimated to have taken around 90 days of training 
(see Figure 2.2-1).

This scale and complexity of AI workflows creates unique efficiency challenges. Unlike 
the sorting example, in which one approach was objectively 100x faster, AI efficiency 
requires new metrics and measurement approaches. 
 
Figure 2.2-1. Training length of notable AI models, 2010-present
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Reproduction of Figure 1.3-14 from Stanford HAI 2025 AI Index Report. Note: y-axis is in logarithmic scale. Training 
frontier models takes weeks to months, but this time is not necessarily directly related to the total amount of 
computation because of differences in IT equipment (see Chapter 2.1). Source: Epoch AI | Chart: 2025 AI Index report

B. What Does Efficiency Mean for AI Systems?

AI systems work by processing data using models, which are mathematical 
frameworks for identifying patterns in data.1 Unlike in traditional software, we cannot 
verify the “correctness” of AI systems. Instead, software efficiency revolves around 
researching and developing new model designs and computation algorithms. 
These efforts are anchored around two model characteristics: size and benchmark 
performance. (For simplicity, this section focuses on large language models and omits 
audio, image, video and protein models, but similar notions apply.)

AI model size typically refers to the number of parameters—the mathematical 
values adjusted during training. Modern language models contain billions or even 
trillions of parameters, with larger models requiring more computational resources 
for both training and inference. Model size directly impacts memory and processor 
requirements, as well as energy consumption.

AI model benchmarks serve as standardized tests that allow researchers to 
measure and compare AI model performance across different tasks and capabilities. 
These evaluation frameworks assess models on specific domains like language 
understanding, mathematical reasoning, coding ability or factual knowledge, providing 
quantitative scores that enable systematic comparison between different models and 
training algorithms. While benchmarks do not enable true verification of accuracy (the 
way we can verify whether a list of numbers is indeed correctly sorted), they have 
become essential for tracking progress in AI development.

C. AI Model Training: Is Larger Always Better?

The dominant architecture powering modern AI application is the transformer.2 These 
algorithms process a sequence of data (like text) by learning relationships between its 
elements (like words). Recent developments have increased the algorithmic efficiency 
of transformer-based approaches. 

State space models (SSMs), like Mamba, process sequences more efficiently 
than transformers by maintaining a compressed “state” that captures relevant 
history, which lowers memory use.3 Mixture of experts (MoE) architectures contain 
multiple specialized sub-networks (“experts”) but activate only a subset for each 
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input, dramatically increasing model capacity while keeping computational costs 
manageable during inference.4 While SSMs show promise but limited adoption 
(notably AI21 Labs’ Jamba models combining Mamba with MoE architectures)5, MoE 
architectures have achieved widespread adoption among leading AI labs. GPT-4 is 
rumored to be MoE-based, as are the recently proposed DeepSeek-v3 and R1 models, 
while major 2024 releases from Mistral, xAI and Tencent employ MoE architectures.6
Modern AI training has evolved beyond simply making models process large datasets; 
it now focuses on making models learn faster, use less memory, and run more 
efficiently.

One strategy for increasing computational training speed involves using lower-
precision values in training and model construction. Mixed-precision training, for 
instance, accelerates training by performing operations in half-precision format, which 
uses fewer bits than the gold standard of 32-bit floating-point representation.7 This 
approach reduces memory requirements and accelerates training while maintaining 
accuracy by switching to higher-precision numbers only when needed. Quantization, 
by contrast, speeds up inference by applying the same precision-reduction strategy 
to the models themselves.8 (See Figure 2.2-2.) By switching weights and activation 
values from 32-bit to 8-bit or even 4-bit formats, quantization can reduce model size 
by up to 75%, with little to no drop in performance.9 Another strategy to improve 
model efficiency is to downsize the model altogether. Distillation accomplishes this by 
training smaller models to mimic the behavior of larger ones.

Reinforcement learning enables more efficient training by allowing models to learn 
optimal reasoning patterns without requiring massive-supervised datasets. DeepSeek 
R1-Zero demonstrated that purely reinforcement learning-based training from a base 
model can achieve performance comparable to much larger traditionally trained 
models, while distilled versions show that sophisticated reasoning capabilities can 
be compressed into models as small as 1.5B parameters, outperforming conventional 
models many times their size.10

Recent innovations in AI architectures inspired by neuroscience and cognitive science 
have shown promise in outperforming the efficiency of current AI models. Google’s 
Titans, which mimic human memory by combining a neural long-term memory module 
with attention mechanisms, outperformed both transformers and modern linear 
recurrent models on long-sequence processing tasks such as language modeling and 
common-sense reasoning.11 Artificial Kuramoto Oscillatory Neurons (AKOrN) improve 
tasks such as unsupervised object discovery and adversarial robustness by replicating 
neuron binding synchronization dynamics.12 
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These strategies are under active development, and whether they can match the 
performance of higher-precision models in real-world usage remains under debate. 
For applications in which accuracy is paramount—such as medical diagnosis or 
autonomous driving—even minimal performance degradation may be unacceptable, 
and not all hardware has optimized support for low-precision operations, limiting 
deployment options.13 

D. AI Inference: How “Reasoning” Changed 
Dynamics

While training efficiency focuses on one-time computational costs, inference efficiency 
affects every use of an AI model. Increasing the efficiency of AI inference can drive 
significant gains in energy efficiency, making AI deployment more sustainable 
and cost-effective across diverse applications. However, a recent innovation has 
complicated this reality beyond what this statement would suggest.

AI “reasoning” models allocate extra computational resources during inference, 
allowing them to reason through multiple potential responses before selecting the 
best answer. While this initially appears to increase energy usage, smaller models 
enhanced with optimized test-time compute can outperform models up to 400x larger 
that do not use additional computation at test time, ultimately reducing overall energy 
consumption.14

������
-33.76

126.35

96.44

-25.74

-18.92

101.22

63.26

4.30

61.11

-34

126

96

-26

-19

101

63

4

61

�����

�������������
������������

Figure 2.2-2. Quantization.



69 Chapter 2.2 | Software

ICEF Sustainable Data Centers Roadmap

Additional innovations promise opportunities for further energy savings. Speculative 
decoding computes several words in parallel using a smaller “draft” model to predict 
likely next words, which are then verified by the main model, achieving 2x speed 
improvements.15 Pruning large language models removes unnecessary parts to make 
them smaller and more efficient. Researchers have demonstrated that after removing 
20% of the parameters, the pruned model maintains 94.97% of the performance of the 
original model.16

This computational redistribution fundamentally alters the energy requirements of 
AI deployments. Reasoning models have shifted the balance of “expensive training/
cheap usage” dramatically: training is a one-time high-cost event, whereas inference 
costs accumulate over time and can surpass training costs if the model is used 
extensively.17 This shift creates a new calculus for AI deployment in which organizations 
must weigh whether to invest heavily in training massive models that run efficiently or 
to deploy smaller reasoning-enhanced models that think harder during each query but 
may ultimately cost more at scale.

E. Reducing Emissions Through Flexible AI 
Computation

Beyond optimizing individual algorithms, data centers can achieve substantial 
efficiency gains by strategically timing and placing AI workloads. This operational 
flexibility represents a different layer of efficiency optimization. To improve both 
energy efficiency and carbon efficiency, established techniques such as checkpointing 
and restarting mechanisms, coupled with distributed and flexible computation, play 
key roles.

i. Checkpointing and restarting

Checkpoint/restart (C/R) technology is a critical foundation for fault tolerance and 
computational process management. Checkpointing takes snapshots of the system 
state at intervals, which facilitates recovery from node failures by restoring jobs to the 
last captured system state. The ability to restart systems from various checkpoints 
can then be leveraged to break down large computational tasks. Instead of executing 
long-running batch jobs in one go, tasks can be suspended, redistributed to different 
data centers, and preemptively scheduled to facilitate load balancing. C/R enables 
both spatial and temporal compute flexibility by allowing jobs to pause, save state, and 
resume elsewhere or later without losing completed work. 

Originally conceived during the early development of high-performance computing 
(HPC), C/R technology was designed to solve problems of input/output operation 
speed, parallelism, and resilience.18 HPC clusters running large-scale simulations faced 
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risks from bugs or hardware failures that could erase hours or days of computation. 
Distributing the computation led to faster results, while checkpointing allowed 
developers to restart computation from the last snapshot. 

Checkpointing mechanisms, once aimed at improving computational throughput and 
robustness, now have deep implications for spatial and temporal compute flexibility 
in modern, carbon-aware AI workflows. For AI training workloads—which operate 
“offline” without user-facing latency (delay between user input and AI-generated 
output) requirements—checkpointing allows computation to be distributed across 
low-carbon regions and scheduled during renewable energy peaks.19 A large language 
model training job, for example, can run when renewable power is abundant, pause 
when grid carbon intensity rises, and restart hours later or in a different data center 
entirely. The system preserves all progress while optimizing for emissions reduction. 

Energy efficiency, which can be defined as the amount of useful computation per watt, 
is necessary but not sufficient. Carbon efficiency, by contrast, depends not only on 
how much energy is used but also on what kind of energy powers computation and 
whether it yields higher emissions elsewhere on the grid. 

ii. Spatial and temporal compute flexibility

Computation can be operationally distributed across different locations, taking 
advantage of variation in energy cost, carbon intensity and infrastructure efficiency. 
For instance, electricity grids in regions like the hydropower-heavy Pacific Northwest 
or wind-rich Northern Europe offer lower carbon footprints per unit of compute. 
Certain data centers are more energy efficient than others due to newer information 
technology (IT) equipment (see Chapter 2.1), optimized cooling systems (Chapter 2.3), 
or overall design maturity. Some locations may have surplus renewable energy that 
would otherwise be curtailed. By dynamically routing jobs to these locations, especially 
for workloads like AI training that do not require immediate user feedback, systems 
can reduce their net carbon emissions significantly without sacrificing performance.

Time-based flexibility aligns computation with renewable energy availability on the 
grid. This is especially effective in regions with predictable renewable peaks, such 
as solar energy in California, which is abundant during the daytime. Some academic 
and hyperscale data centers already schedule jobs to run during daylight hours to 
capitalize on this pattern. Unlike inference or real-time services, training workloads are 
throughput-driven, making them ideal candidates for time-shifted execution.

The implementation of compute flexibility differs significantly between operational 
compute-shifting and strategic data center siting. Operational compute-shifting 
involves moving workloads between existing facilities through automated systems 
that make sub-hourly decisions based on real-time grid conditions and data transfer 
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costs. These systems must balance the carbon benefits against the latency and 
bandwidth constraints of moving large datasets, often limiting shifts to workloads 
with modest data requirements or pre-positioned datasets. In contrast, data center 
location selection operates on multi-year timescales, incorporating renewable energy 
potential alongside traditional siting factors like land availability, water resources, air 
quality permits and network connectivity. Both approaches require a sophisticated 
understanding of grid marginal emissions—the actual emissions impact of adding 
or removing load at specific times and locations. Without accounting for marginal 
emissions rather than average grid mix, compute-shifting efforts risk increasing carbon 
intensity by inadvertently displacing cleaner generation sources, underscoring the 
need for real-time emissions data in scheduling decisions.

By contrast, AI inference workloads serve real-time applications like chatbots and 
recommendation systems that require millisecond response times. With comparatively 
lower data usage, AI inference workloads have greater spatial flexibility than the 
training phase, as computations can be transferred from busy data centers to those 
with more capacity. However, latency constraints demand immediate feedback, which 
greatly limits the temporal flexibility available to training workloads. Even for tasks 
with flexibility in response times—such as the “research” activities many leading AI 
companies offer—inference generally cannot be paused and redistributed elsewhere 
over a longer period without interrupting user experience. (See Figure 2.2-3.)

Data centers typically try to maintain constant availability for numerous other latency-
sensitive services—video streaming, online banking, e-commerce transactions, email, 
and gaming—which are similarly more challenging to pause and shift among multiple 
data centers without disrupting user experience. While training can easily wait for cleaner 
energy, inference is often expected to run continuously to maintain service availability, thus 
limiting opportunities for carbon-aware scheduling without degrading user experience.
These efficiency techniques, from algorithmic improvements to flexible scheduling, 
face new challenges as AI applications evolve. Emerging trends like autonomous 
agents are reshaping the efficiency landscape entirely.

F. An Outlook on AI Software Efficiency

Modern AI systems are increasingly contributing to data center computations. 
Autonomous agents and coding assistants will likely increase inference costs. Recent 
AI agent trends are driving substantial inference demand through autonomous 
workflows, multi-agent systems, and continuous reasoning. Adoption of AI agents for 
2% of business tasks is projected to drive a 15% increase in inference compute.20

AI agents are software applications that can independently complete multi-step tasks 
by using various tools and making decisions along the way. Agents perform extended 
chains of operations—planning, tool usage, environment interaction, and iterative 
problem-solving—requiring hundreds of inference calls per task compared with single-
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shot responses. Multi-agent frameworks multiply this effect as agents collaborate, 
negotiate and coordinate through continuous communication.
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Figure 2.2-3. Flexibility of training workloads and inference workloads.
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Agent workflows are expected to consume up to 100x more inference compute than 
traditional chatbot interactions.21 These workflows drive a combination of always-
on operations, where unlike human-initiated queries, agents run continuously for 
monitoring, scheduling and completing automated tasks. As agents become more 
capable, organizations that deploy them across more processes will drive growth in 
compute demand. 

Box 2.2-1 

Opportunities and challenges in AI energy efficiency 
research

AI researchers are focusing on three strategies to improve energy efficiency: (1) 
shorter outputs—compressing lengthy reasoning chains into concise yet effective 
responses; (2) smaller models—developing compact language models with strong 
reasoning capabilities through techniques such as knowledge distillation, model 
compression, and reinforcement learning; and (3) faster responses—designing efficient 
decoding strategies to accelerate inference.22 

The effectiveness of inference optimizations is highly sensitive to workload geometry, 
software stacks and hardware accelerators.23 For example, techniques like speculative 
decoding are beneficial only at low batch sizes, while mixture-of-experts models 
sometimes incur higher energy costs despite similar active parameters. Although 
appropriate application of relevant inference efficiency optimizations can reduce total 
energy use by up to 73% from unoptimized baselines, naive energy analyses based on 
floating-point operations or theoretical GPU utilization can significantly underestimate 
real-world energy consumption.

G. Barriers and Risks

i. Limited expertise pool 

AI energy efficiency requires specialized knowledge spanning computer science, 
energy systems and carbon accounting—a narrow field given the complexity involved 
in measuring AI efficiency versus traditional algorithms.
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ii. Benchmark limitations 

Unlike traditional software where correctness is verifiable (as with the sorting algorithm 
example), AI systems lack clear “correct” outputs. Current benchmarks inadequately 
measure “higher-order” reasoning tasks, making efficiency comparisons challenging 
and unreliable.

iii. Development pace outstripping efficiency considerations
 
Rapid advances (DeepSeek V3/R1, transformer innovations, MoE architectures) may 
prioritize performance over energy optimization. The 100x increase in agent inference 
demand could materialize before efficiency solutions are broadly implemented.
Model oversimplification risks: Efficiency techniques like quantization and distillation 
risk removing safety guardrails built into larger models. As in medical and autonomous 
driving applications, even minimal performance degradation may be unacceptable in 
critical systems.

iv. Model oversimplification risks 

Efficiency techniques like quantization and distillation risk removing safety guardrails 
built into larger models. As in medical and autonomous driving applications, even 
minimal performance degradation may be unacceptable in critical systems.

H. Recommendations

1.	 Educational institutions should prepare the next generation of computer 
scientists and policymakers with the conceptual tools to understand and 
advance software efficiency. 
•	 Create cross-disciplinary curricula on algorithmic efficiency, carbon-aware 

computing and AI systems engineering.
•	 Include energy literacy in computer science and AI degree programs, 

covering both micro-level optimizations (e.g., quantization) and macro-level 
system design (e.g., flexible compute). 

•	 Develop policy bootcamps or executive courses for non-technical 
audiences, such as civil servants, journalists and business leaders, on 
emerging AI compute trends and their implications for sustainability. 

•	 Fund open-access software efficiency toolkits and benchmarks, especially 
those focusing on inference-time efficiency and emissions transparency. 

2.	 Data center operators should incorporate software-aware workload 
management and emissions-aware operations into core planning. 
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•	 Partner with utility companies and cloud platforms to offer real-time grid carbon 
intensity data and renewable energy forecasts for intelligent job scheduling.

•	 Offer time-delayed training products and pricing schemes that incentivize shifts to 
lower-carbon AI training workflows. 

•	 Provide application programming interfaces (APIs) that expose real-time energy 
and emissions data for AI workloads, enabling software developers to optimize 
code based on environmental impact. 

•	 Adopt software-aware procurement criteria that favor AI models and systems with 
verifiable efficiency gains or emissions-conscious design. 

3.	 Software development companies build efficiency into the core of AI model design, 
training and deployment.

•	 Develop APIs and platforms that report model energy use, offering customers 
transparency and options for greener usage.

•	 Collaborate with academia to publish standardized benchmarks and best 
practices for evaluating software energy use, not just performance or accuracy. 

4.	 Regulatory bodies should establish policies that ensure AI progress aligns with the 
public interest, energy constraints and climate goals.

•	 Incorporate software efficiency and emissions data disclosure requirements into 
AI governance frameworks, especially for high-volume models or widely deployed 
systems.

•	 Mandate transparent compute and energy reporting for AI systems procured with 
public funding or deployed in sensitive sectors (e.g., health, education).

•	 Develop incentives for energy-efficient AI systems, such as research and 
development tax credits or public procurement preferences.

5.	 Educational institutions should prepare the next generation of computer scientists and 
policymakers with the conceptual tools to understand and advance software efficiency.

•	 Create cross-disciplinary curricula on algorithmic efficiency, carbon-aware 
computing and AI systems engineering.
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2.3

A. Overview 

i. History of data center cooling

Cooling infrastructure can be a major challenge for data centers, especially as rising 
power densities from artificial intelligence (AI), high-performance computing (HPC) and 
graphics processing unit (GPU)-intensive workloads drive the need for more advanced 
cooling technologies. The history of data center cooling is closely tied to the evolution 
of computing itself. As computer systems became more powerful, their thermal output 
increased, necessitating more sophisticated and efficient cooling methods. The 
journey from basic ventilation to advanced liquid and AI-optimized cooling reveals a 
story of continuous innovation driven by performance, reliability and energy efficiency. 
The American Society for Heating, Refrigeration, and Air Conditioning Engineers 
(ASHRAE) has been publishing and updating guidelines for data center cooling since 
2004 and every 4-6 years thereafter.¹ 

Cooling data centers has a lot in common with cooling other buildings, but there 
are some important differences. Typical residential and commercial buildings gain 
heat through windows and walls, appliances (e.g., refrigerators), and even people. 
Circulating cool air through the building via a central air conditioning system (i.e., 
treating the entire space as a single thermal zone) is the typical way to remove heat. 
A commonly employed rule of thumb for sizing building cooling systems is 1 ton of 
cooling for every 400-500 ft², which is equivalent to ~8 W/ft². In contrast, data centers 
have no windows, minimal occupancy and highly insulated walls. Their primary heat 
sources are the computer servers themselves—extremely localized loads that can 
exceed 100 W/ft². (See Chapter 1(A)(ii)(a) of this Roadmap.) This concentrated heat 
makes broad air circulation inefficient. Instead, cooling systems must be substantially 
over-provisioned and precisely engineered to prevent local "hotspots" within the 
equipment. In the mid-20th century, early mainframe computers were housed in large 
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rooms and cooled primarily through ambient air and basic air conditioning systems.³ 
Using direct expansion (DX), these systems pulled warm air from the single thermal 
zone, passed it over a refrigerant coil, and rejected the heat via condensers. Raised 
floors are used to distribute cool air and ceiling return vents for hot air extraction. 
As server density increased in the 1990s and 2000s, the inefficiencies of room-
level cooling became more apparent. More sophisticated cooling systems, including 
Computer Room Air Conditioners (CRAC) and later Computer Room Air Handlers 
(CRAH), allowed for better temperature control and humidity regulation. 

In the mid-2000s and into the 2010s, the proliferation of high-density server racks led 
to adoption of more localized cooling strategies. These servers pack a relatively high 
compute density, thereby requiring a significantly higher power draw. In high density 
racks, this power draw can vary from 15-30 kW, while in ultra high-density racks it 
can reach 100+ kW, leading to a much greater heating load. During this time period, 
computational fluid dynamics (CFD) modeling became a commonly used tool for 
facility-level design to simulate airflow and temperature distribution. CFD enables data 
center designers to optimize cooling strategies, prevent hotspots and improve overall 
energy efficiency. In-row cooling and rear door heat exchangers (RDHx) became 
popular for targeting heat removal closer to the source. These heat exchangers can be 
mounted on the rear door of server racks to remove heat directly before the air can re-
enter the data center environment. While they have not captured a significant market 
share, this technology has emerged and is evolving as an attractive option to address 
increasingly dense and power-intensive server racks. (See Chapter 2.4.) 
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Figure 2.3-1. Understanding direct-to-chip cooling in HPC infrastructure: A deep dive into liquid cooling.



ICEF Sustainable Data Centers Roadmap

80
October 2025
Return to Table of Contents

With the advent of AI, HPC, and GPU-heavy workloads over the past decade, 
traditional air cooling approaches have begun to hit their limits. Liquid cooling—
through direct-to-chip cold plates, immersion cooling and two-phase systems—has 
seen an increase in the marketplace. These systems offer superior heat transfer and 
are often more energy efficient, especially for workloads associated with high-density 
racks where power densities range from 30-100+ kW per rack.⁴ 

The selection of specific cooling systems depends not only on data center needs but 
also on local conditions, enabling them to be more climate responsive and to optimize 
for performance, costs, efficiency, thermal management, water use and reliability. 
Globally, the selection of cooling systems can be particularly influenced by geographic 
climate factors: 

•	 Hot-humid climates (e.g., Singapore): Employ a combination of robust 
air conditioning, often supported by chilled-water systems. Advanced 
systems, such as desiccant dehumidification and various forms of liquid 
cooling, have increasingly been adopted. 

•	 Hot-dry climates (e.g., Phoenix): Rely on evaporative cooling, which 
is highly efficient and often used in conjunction with traditional air 
cooling as a backup. Also employed is adiabatic cooling, which uses the 
evaporative cooling effect to pre-cool intake air. Free cooling (see Figure 
2.3-1) may be integrated in the system to take advantage of cooler 
outdoor temperatures. The availability of water and its potential usage in 
these systems is an important consideration.⁵  

•	 Temperate climates (e.g., Frankfurt): Deploy hybrid systems that integrate 
free cooling to leverage moderate outdoor temperatures combined with 
conventional air cooling mechanical systems optimized for seasonal 
shifts. 

•	 Cold climates (e.g., Sweden): Adopt free cooling via air-side or water-
side economization used most of the year.⁶ Ample waste heat generated 
by servers has also been used for heat recovery applications. (See 
Chapter 2.4.)
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Box 2.3-1

Free cooling aka economization

In cooler climates, free cooling, also known as economization, can 
eliminate much of the need for energy-intensive, air-cooled mechanical 
systems. Leading data centers in Scandinavia, Canada and the US 
Pacific Northwest report significant energy savings using air-side 
economizers, as well as natural or readily available sources of cold 
water, to absorb and dissipate the heat.⁷ While attractive in theory, 
some have found free cooling challenging to implement. For example, 
Microsoft’s Project Natick and Subsea Cloud’s "Jules Verne" pod have 
demonstrated how to leverage ocean water for passive cooling, but the 
project was halted in 2024.⁸-¹¹ Meanwhile, in orbit, space data center 
initiatives, such as the Hewlett Packard Enterprise (HPE) Spaceborne 
Computer-2 on the International Space Station, utilize the naturally cold 
environment of space to reject heat; however, challenges remain due 
to the large surface area required for the radiative heat transfer.¹²

Today, air cooling still dominates in data centers-and is the default choice for many 
legacy environments because it is widely understood, relatively low cost to install 
and maintain, and remains effective for facilities with moderate power densities. Even 
more, new demands of modern data centers are driving an urgent need for more 
intelligent, adaptable and scalable cooling innovations to sustain future performance 
and efficiency. 

ii. Cooling and its impact

Nearly all electricity consumed by servers is ultimately converted into heat. As server 
densities rise, so does the cooling load (the amount of heat that must be removed), 
driving the need for more advanced cooling technologies. Without effective cooling, 
thermal stress can reduce performance and hardware lifespan, making efficient 
thermal management an imperative for both reliability and sustainability. 
Many efficient cooling technologies, such as evaporative cooling, dramatically reduce 
electricity use but may also require substantial water, depending on the cooling 
mechanism.³ Air conditioning systems that rely on mechanical DX refrigeration use 
little or no water but demand higher energy input, increasing carbon emissions when 
powered by fossil fuels. Optimizing for one resource—such as water or energy—can 
often increase the burden on another. 
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Power usage effectiveness (PUE) and water usage effectiveness (WUE) provide 
an indication of the performance of cooling technologies in data centers. PUE is a 
data center’s total energy use divided by the energy its information technology (IT) 
equipment uses. A lower PUE (closer to 1.0) indicates more efficient cooling and 
operations. Efficient operators now report PUEs below 1.2, but the global average 
remains closer to 1.5.¹³ WUE represents a data center’s water use divided by the 
energy its IT equipment uses. WUE is typically expressed in liters per kilowatt-hour (L/
kWh). Highly efficient data centers can achieve WUE values as low as 0.2 L/kWh or 
even close to 0 L/kWh, which effectively means the facility uses no water for cooling 
purposes.¹⁴ Data centers that rely heavily on evaporative cooling are likely to have the 
highest WUEs, potentially up to 2.5 L/kWh.¹⁵ Target WUEs for a particular data center 
should be considered in conjunction with PUE, local environmental conditions and 
water availability. As sustainability becomes a priority, operators and designers must 
consider both resources to fully appreciate the overall impact.

Cooling systems also contribute to carbon emissions through their use of refrigerants. 
Some refrigerants, such as hydrofluorocarbons (HFCs), are greenhouse gases 
with high global warming potential (GWP) and must be managed to avoid leakage 
or improper disposal. In fact, so-called F-gas leakage-the unintended release of 
fluorinated gases-can equate to massive amounts of carbon emissions. Various 
global regulations are already mandating the phase-down and eventual phase-out 
of high-GWP F-gases in equipment. This is pushing data centers toward lower-
GWP alternatives, improved leak-detection protocols and, in some cases, wholesale 
replacement of legacy systems.¹⁶,¹⁷ (See Chapter 3.1-Scope 1 Emissions.)

Lifecycle analyses of data center cooling are now more commonly conducted for 
quantifying not just operational energy use but also the emissions and resource 
consumption associated with manufacturing, deploying and disposing of cooling 
equipment. Such assessments have shown that advanced cooling methods like cold 
plates and immersion cooling (see below) can reduce greenhouse gas emissions 
by 15-21% over the entire lifecycle compared to conventional air cooling systems.¹⁸ 
So while the increasing power demands of modern computing is essentially forcing 
the industry to adopt more efficient liquid cooling methods, these technologies are 
inherently better for the climate overall. This makes liquid cooling a compelling and 
necessary shift for the future of digital infrastructure. A study by Microsoft (2023) 
confirmed that while liquid cooling systems have higher manufacturing impacts (due 
to pumps, cold plates and materials), they can offer lower total lifecycle emissions in 
high-density environments by enabling energy savings and improved PUE.¹⁸ The study 
also emphasized the need to account for cooling infrastructure replacement cycles, 
refrigerant GWP and end-of-life impacts when comparing technologies. 

Sustainable data center cooling now requires multi-metric optimization, balancing 
energy, water, carbon and local resource availability, such as water scarcity (if 
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applicable), grid capacity and renewable energy availability. This means moving 
beyond simply achieving the lowest PUE to performing holistic and complex 
assessments of energy, water, carbon, and the local environmental and social context 
of these systems.  

B. Current Cooling Technologies and 
Associated Enhancements 

Table 2.3-1. Data center cooling systems and PUEs.6,19-25
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1.8–2.5

1.7–2.2

CRAC units with DX 
(no enhancements)

CRAH units with chilled water 
(no enhancements)

Small to medium data centers

Medium to large data centers

1.5-2.0CRAC/CRAH + hot/cold aisle 
containment

May include hot or cold containment or 
combined

1.2-1.6CRAC/CRAH + 
economizers

“Free cooling”; can be air-side or water-side; 
depends highly on local climate

1.04–1.4CRAC/CRAH + modern 
enhancements

May include variable speed drives in 
compressors; enhanced controls

1.2–2.0CRAC/CRAH + adiabatic 
cooling/pre-cooling

Depends on e�ciency of primary system
and local climate

1.1-1.3Direct evaporative 
cooling

Highly dependent on local climate

1.05-1.2Direct-to-chip liquid 
cooling

CRAH still required for heat removal to 
environment

1.02–1.05Single-phase 
immersion cooling

No server fans; no air-based systems

1.01–1.03Two-phase immersion 
cooling

Relies on thermosiphon e�ect rather
than pumps

Air-Based Cooling

Liquid-Based Cooling
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i. Air-based cooling technologies

Air remains the most widely used cooling medium in data centers due to its simplicity, 
cost-effectiveness and compatibility with existing IT infrastructure. But liquid cooling is 
gaining traction. In a 2024 survey of almost 1000 data center owners and operators, 
95% reported relying predominantly on air-cooled systems, but 94% also reported at 
least some use of liquid cooling, including 17% who reported substantial use of liquid 
cooling technologies.²⁶ Over time, air-based cooling strategies have evolved from 
room-level temperature control to highly localized, intelligent and climate-responsive 
systems that improve energy efficiency and thermal performance. 

Traditional CRAC units and air handling units (AHUs) are foundational components of 
air-based cooling. CRACs typically use DX systems to cool air, while CRAHs and AHUs 
circulate chilled air from centralized systems. These systems supply conditioned air—
typically cooled and sometimes dehumidified—either through raised-floor plenums or 
via overhead ductwork, depending on the facility design. In a raised-floor setup, cool 
air is pushed into the underfloor space and directed upward through perforated or 
directional vent tiles, which are strategically placed in front of server racks to deliver 
air directly to equipment inlets. In overhead systems, ductwork distributes cool air from 
above, typically aimed down into cold aisles.

To manage heat generated by the equipment, the systems rely on return air plenums, 
often located in the ceiling, to collect hot exhaust air from the back of the server 
racks. This hot air is then routed back to the cooling units for reconditioning and 
recirculation. To improve efficiency and prevent mixing of hot and cold air, many 
modern facilities incorporate hot aisle containment. This strategy encloses the hot 
aisle—where exhaust air is expelled—in a physical barrier, such as doors or ceiling 
panels, which channels the hot air directly into the return system. By maintaining a 
clear separation between hot and cold air streams, hot aisle containment enhances 
thermal management and allows for higher cooling efficiency.²⁷

In temperate climates, air-side economizers allow filtered outside air to cool the data 
center when ambient temperatures are favorable, minimizing mechanical cooling. 
This technique, known as free cooling, can yield substantial energy savings and lower 
PUE. Microsoft was among the first hyperscalers to report successful deployment 
of air-side economization in production environments, showing that well-controlled 
airflow and outdoor air integration could support high-performance operations with 
PUEs below 1.2.²⁸ At Alibaba’s Qiandao Lake data center (2015), a combination of 
natural ventilation, free cooling and computational fluid dynamics (CFD) modeling 
reduced energy consumption significantly, especially during cooler months.²⁹ Free 
cooling was achievable for over 90% of the year, leading to cooling cost reductions of 
approximately 80% and a PUE below 1.3.
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Data centers have increasingly adopted evaporative and adiabatic cooling as energy-
efficient mechanisms to enhance traditional air-based cooling systems. These systems 
leverage the natural cooling effect of water evaporation to reduce air temperature. In 
direct evaporative cooling, outside air is humidified and cooled as it passes through 
a wetted medium, then it is introduced into the data center. Adiabatic cooling, often 
used in indirect systems, pre-cools air or a heat exchange surface without introducing 
moisture directly into the data center environment. Both approaches are particularly 
effective in dry or temperate climates, where low humidity allows for significant cooling 
potential. Major operators, such as Amazon, Facebook and Google, have deployed 
evaporative or adiabatic cooling systems in regions like Iowa, Oregon and Utah, 
achieving lower PUE and reducing dependence on energy-intensive chillers.³⁰ These 
methods are often integrated into multi-mode cooling systems that shift between 
economization, evaporative cooling and mechanical backup based on real-time 
environmental conditions.

Case Study 1: Meta’s MeeFog—pushing the limits 
of cooling with evaporative precision

In 2011, Meta (then Facebook) broke new ground with its MeeFog 
evaporative cooling system, a high-efficiency design that leveraged 
adiabatic cooling to generate an ultrafine water mist to pre-cool 
incoming outside air. By using high-pressure atomization to saturate air 
without over-humidifying it, the system enabled Meta to cool data halls 
without the traditional chillers used in air-based mechanical systems—
even in warmer climates.

The result? A dramatic drop in cooling energy use and a PUE as low as 
1.06 at facilities like Prineville, Oregon—years ahead of industry norms.³¹ 
Crucially, the MeeFog system still maintained ASHRAE-recommended 
temperature and humidity ranges, demonstrating that ultra-efficient 
evaporative cooling could be both high-performing and reliable. Meta 
is continuously exploring and implementing upgrades to the MeeFog 
system. These upgrades are likely to push PUE and WUE even lower, 
while extending the viability of evaporative cooling to more variable 
climates.

Recent advances in AI/machine learning (ML) enable dynamic, software-driven 
thermal management, allowing systems to adapt cooling in real-time based on 
workload and environmental conditions. In 2022, Meta deployed a reinforcement 
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learning system to optimize the performance of air-handling units located in the 
penthouse—the mechanical space typically situated on the roof of its data centers 
that houses key heating, ventilation and air conditioning (HVAC) equipment. This led 
to a 20% reduction in fan energy usage and improved temperature compliance.³² In 
collaboration with Trane Technologies, DeepMind published an article showing actual 
cooling energy reductions of 9-13% in commercial HVAC systems via reinforcement 
learning.³³ Earlier, a 2016 DeepMind blog reported up to 40% cooling energy savings 
and a 15% PUE reduction in Google data centers using ML controls.³⁴

ii. Liquid cooling technologies 

As data centers face rising rack power densities, traditional air cooling methods 
are struggling to keep pace. Current hyperscale racks now routinely operate above 
100 kW. Looking ahead, Nvidia’s roadmap anticipates a stepwise progression to 
approximately 600 kW by 2027 and possibly beyond megawatt-class densities by 
2030.³⁵ A massive new data center project in Texas, backed by OpenAI and Oracle, 
will be relying on a liquid cooling system to manage the intense heat from its high-
density AI servers. This approach involves a continuous circulation of millions of 
gallons of chilled water, highlighting how hyperscalers are adopting advanced 
cooling methods to handle extreme computing loads.³⁶ Sophisticated liquid 
cooling technologies will remain essential for managing thermal loads efficiently 
while improving sustainability metrics like PUE and WUE. For most liquid cooling 
technologies, WUE values are at or near 0.0 since closed-loop systems can be 
employed. This is because cooling fluids continuously circulate within a sealed, self-
contained circuit without being exposed to the outside environment or losing fluid 
through evaporation or discharge. Thus, in contrast to water-intensive systems, such 
as evaporative cooling towers, adiabatic coolers, and open-loop water-cooled chillers 
(which rely heavily on water consumption to reject heat), liquid cooling technologies 
reduce or even eliminate water use while maintaining efficient thermal management.⁵

Liquid cooling systems in data centers use a range of fluids, including water-based 
mixtures for indirect cooling methods (e.g., cold plates and rear-door heat exchangers) 
and dielectric fluids for direct-contact approaches (e.g., immersion and spray cooling), 
depending on whether electrical isolation is required. These fluids have a much higher 
thermal capacity than air, and therefore liquid cooling can be thousands of times more 
effective at heat removal per unit volume than air-based systems.³⁷,³⁸ The higher heat 
transfer efficiency can unlock new levels of compute performance in constrained 
thermal environments where there might be limitations on heat removal. 

Innovations in IT infrastructure and liquid cooling are enabling inlet temperatures 
to be raised to 30-45 °C (up from 18-24 °C), allowing liquid loops to run at hotter 
temperatures and reducing mechanical cooling requirements.³⁹,⁴⁰ Additionally, 
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these modern IT enhancements are enabling cooling systems to reject heat even 
in hot climates where passive rejection of low temperature heat would not be 
thermodynamically feasible due to the lack of sufficient temperature differential. 
Operating at higher loop temperatures also increases the exergy—or useful work 
potential—of the waste heat, making it easier and more efficient to transfer heat for 
secondary uses. This opens the door to a wider range of reuse applications, including 
district heating, industrial processes or absorption cooling. With the addition of a heat 
pump, producing steam may even be possible. (See Chapter 2.4.) 

The two most commonly employed advanced liquid cooling methods for data centers 
are direct-to-chip (DTC) (Figure 2.3-3) cooling and immersion cooling. DTC cooling 
uses cold plates or microchannels mounted directly on processors and GPUs to 
absorb heat, transferring it through the liquid loop to an external heat exchanger or 
a dry, air-based cooler.² DTC has the advantage of integrating with existing racks but 
the disadvantage of requiring plumbing for cooling distribution. In 2012, Google was 
one of the first to deploy cold plate DTC technology to support analytics workloads 
that pushed power densities beyond 20-30 kW, a level that air cooling alone could 
not handle. Google laid the groundwork for today’s generation of liquid-cooled, high-
density racks, providing an early real-world demonstration that chip-level cooling could 
be scalable, safe and cost-effective in hyperscale environments. 

Advances in the DTC sector 
are accelerating to overcome 
key technical barriers. 
For example, ZutaCore’s 
innovative cooling technology, 
called HyperCool, is a 
waterless, two-phase, DTC 
liquid cooling, closed-loop 
system that uses a non-
conductive, dielectric fluid 
that evaporates directly at the 
chip level, absorbing heat as 
it changes phase from liquid 
to vapor.⁴¹ This approach 
enables effective cooling of 
ultra-high-density server racks 
(up to 250 kW per rack) and 
supports next-generation 
chips drawing over 2800 W, while reducing cooling energy use by up to 80%. Another 
company, Iceotope, offers a solution that combines the compact, targeted efficiency 
of DTC liquid cooling with the thermal stability and enclosure advantages of tank-
based immersion, enabling precise heat removal while protecting IT equipment from 
environmental contaminants and airflow-related issues. 

���������
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Figure 3.3-4. Immersion Cooling for Data Center Cooling.
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Case Study 2: DTC with Microsoft and AWS

In 2024, Microsoft began a phased rollout of closed-loop direct-to-chip 
(DTC) liquid cooling systems at its new AI-focused data centers—making 
a shift from evaporative cooling in response to the rising heat loads 
associated with high-density compute.⁴² The pilot deployments will be at 
locations in Phoenix, Arizona and Mount Pleasant, Wisconsin. 

Microsoft’s goal is to evaluate these systems, considering both energy 
and water use holistically, to improve overall sustainability while 
meeting demanding thermal requirements. The deployed system uses 
a glycol-based coolant in a sealed loop, coupled with dry coolers and 
adiabatic assist, which pre-cools incoming air using a fine water mist 
when ambient temperatures allow. While this move resulted in a modest 
increase in energy consumption and PUE compared to traditional 
evaporative systems, it reflects a deliberate tradeoff to support long-
term water resilience and environmental sustainability of Microsoft’s 
expanding global AI data center fleet.   

In 2025, Amazon Web Services (AWS) unveiled one of the most 
versatile and scalable thermal management strategies to date: a flexible 
multimodal cooling architecture engineered specifically for next-
generation AI workloads. Designed and delivered in just 11 months, the 
hybrid system uses both air-based cooling and DTC cold plates to extract 
heat from central processing units (CPUs) and accelerators, circulating 
a non-evaporative coolant through a sealed-loop system connected to 
air-based heat rejection units outside the data hall.⁴³ Unlike immersion 
systems, this solution maintains compatibility with standard server form 
factors and supports easy retrofitting across AWS’s global infrastructure. 
It integrates with AWS’s building management system for centralized 
thermal optimization and enables cooling of racks exceeding 80 kW—all 
while dramatically reducing reliance on water. 

AWS reports that their newly launched cooling system can cut cooling 
energy use by up to 46% during peak cooling periods based on internal 
comparisons with its legacy system design.⁴⁴ While specific PUE values 
are not disclosed, AWS noted that in 2023, its data centers achieved 
an average global PUE of 1.15 with the best performing facility reaching 
1.04.⁴⁵ 
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In contrast to DTC, immersion cooling (Figure 2.3-4) submerges servers in a non-
conductive dielectric fluid that directly absorbs and removes heat, providing 
uniform cooling to all components. Either the fluid can be circulated through a heat 
exchanger and returned (single phase immersion), or it can be made to boil at low 
temperatures on contact with hot components, leading the vapor to rise, condense 
on a heat exchanger, and return to the bath (two-phase immersion). The technology 
reduces fan power use to near zero (although pumps are now required to circulate 
the fluid), supports high rack densities (100-250 kW+), and can extend equipment 
lifespan by eliminating dust and humidity exposure. And while immersion cooling 
can deliver superior thermal performance and energy efficiency, its deployment 
often requires significant modifications to data hall infrastructure, including changes 
to rack configurations, service workflows and facility layout. As a result, it is typically 
more practical for use in new builds or purpose-designed expansions. In contrast, 
DTC liquid cooling is more easily integrated into existing data centers, as it aligns 
with conventional rack architectures and is therefore better suited for retrofits. 
Nonetheless, innovation in this space is growing, particularly due to the increasing 
demands of AI.⁴⁶ For example, Green Revolution Cooling (GRC) was one of the first 
companies to commercialize immersion cooling at scale and has seen deployments 
across more than 20 countries.⁴⁷ Another industry example, Submer, is marketing its 
single-phase immersion technology using a biodegradable dielectric fluid along with 
a forced convection heat sink developed in partnership with Intel to cool extremely 
dense chips, overcoming prior density and heat dissipation barriers.⁴⁸ 

Many data centers combine 
liquid and air cooling into hybrid 
systems, using liquid to manage 
hotspots (e.g., CPUs, GPUs) and air 
for bulk heat removal. (See Case 
Study 2 above.) One additional 
benefit of the hybrid approach is 
the extended useful life of air-
based cooling infrastructure by 
enabling it to coexist with targeted 
liquid systems—minimizing capital 
disruption. To enhance air-based 
cooling, rear door heat exchangers 
(RDHx) are increasingly used in 
data centers to efficiently cool 
high-density racks by immediately 
capturing the hot air that servers 
expel—known as server exhaust—
as it leaves the back of the rack. 

Table 2.3-3. Direct-
to-chip cold plate 
liquid cooling for 
high-heat-density 
data centers.
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This heat is then transferred to a chilled liquid loop, preventing it from entering the 
data hall and reducing the overall cooling load. RDHx systems enable higher rack 
densities, reduce reliance on traditional room cooling, and support energy efficiency 
and sustainability goals. Currently popular for retrofits and new builds alike, RDHx are 
evolving with smarter controls and higher capacity designs to meet demands of AI and 
edge computing workloads. 

iii. Heat reuse in data centers

As described in more detail in Chapter 2.4, data centers convert nearly all the 
electricity they consume into heat—typically considered a waste product. But with 
growing energy and climate concerns, data center operators are increasingly viewing 
waste heat as a valuable resource. When captured and redirected, this thermal energy 
can support district heating systems, greenhouse agriculture, industrial processes or 
building-level heating, offering both carbon reductions and community benefits. One 
interesting approach is repurposing waste heat to drive adsorption cooling systems, 
which use heat rather than electricity to regenerate a desiccant material—providing an 
energy-efficient way to produce chilled water or air for additional cooling loads.⁵⁰,⁵¹
 
In colder regions, the most impactful use of waste heat is often through district heating 
networks—centralized systems that distribute hot water or steam to buildings for 
space conditioning and water heating. In 2020, Meta began routing low-grade heat 
from its Odense data center to the local district heating utility (Fjernvarme Fyn).⁵² 
Through heat pumps, the temperature is raised to meet residential needs. The system 
provides essentially “free” heat to over 7000 homes (and growing), offsetting fossil 
fuel use and supporting Denmark’s national climate targets. Following Meta’s lead, 
Microsoft is launching a heat recovery system at its new Danish data centers to supply 
thermal energy to the local district heating network. Scheduled for full operation 
by 2026, the system will deliver surplus heat that is equivalent to thousands of 
households’ annual demand.⁵³ The system forms part of Microsoft’s broader strategy 
to align with Denmark’s clean energy and circular economy goals.⁵⁴

As compute demand grows, especially in temperate and cold regions, heat reuse 
could become a key pillar of sustainable data center design—transforming facilities 
from energy consumers into climate-positive infrastructure components.
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iv. Other innovations and trends in data center cooling

Beyond air and liquid cooling fundamentals, a wave of emerging technologies 
and design philosophies are reshaping how data centers manage heat, water and 
infrastructure resilience. These innovations aim to further reduce energy use, minimize 
climate impacts and support the deployment of flexible, sustainable data center 
ecosystems. Technologies being further developed and tested include the following:

•	 Thermosyphons are sealed, gravity-driven heat transfer loops that use phase 
change (evaporation and condensation) of a working fluid to move heat with 
no mechanical input. One study suggests these devices have the potential 
to cut cooling energy use by up to 45% under optimal conditions compared 
to conventional air-based cooling systems operating under the same heat 
rejection requirements.⁵⁵ They offer near-zero-energy heat rejection and are 
increasingly integrated into free cooling systems for high-efficiency data centers. 
Thermosyphon-like technologies also can be found in various cooling solutions 
available today, but looking ahead, AI-optimized thermosyphons embedded with 
sensors and adaptive controls could dynamically tune their performance to match 
varying workloads and environmental conditions.  

•	 Adsorption cooling uses materials like silica gel or zeolites that absorb moisture 
and release heat, then regenerate when heated. These systems can reuse low-
grade waste heat to drive their cycles (without requiring significant electrical 
input)—ideal for pairing with high-efficiency CPUs and heat recovery loops. Recent 
studies have demonstrated effective integration of adsorption chillers with data 
center waste heat recovery loops.50,51 

•	 Desiccant systems remove humidity from intake air before use of mechanical or 
evaporative cooling, increasing the effectiveness of both strategies and reducing 
microbial risk—particularly valuable in hot-humid climates. A 2023 simulation study 
focused on Southeast Asia demonstrated greater than 25% cooling energy savings 
when using a liquid-desiccant free cooling system compared to a conventional 
vapor-compression air conditioning system.⁵⁶ Desiccant systems could play a role 
in adaptive, climate-responsive cooling architectures, enabling data centers in hot 
and humid climates to reduce PUE and increase resilience while maintaining tight 
control over air quality and corrosion risk. 

•	 Thermal batteries store excess or off-peak cooling energy (e.g., in chilled water/
ice, reservoirs or solid media) for use during peak demand, improving load 
balancing and reducing strain on the grid. They are especially useful in regions 
with variable renewable energy supply. For example, Exowatt’s P3 system uses 
concentrated solar heat stored in solid thermal storage media to provide around-
the-clock power and cooling dispatch.⁵⁷ When needed, this thermal energy is 
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converted to electricity using a thermophotovoltaic (TPV) generator, which works 
by first using the stored heat to warm a specialized material until it emits in the 
infrared to a photovoltaic system, which does the final conversion. A recent 
National Renewable Energy Laboratory (NREL) technoeconomic analysis of a 5 
MW data center demonstrated a thermal energy storage system that reduced 
the levelized cost of cooling to $5/MWh compared to $15/MWh for conventional 
chillers and dry coolers.⁵⁸  

•	 Phase change materials (PCMs) passively absorb and release large amounts of 
thermal energy at specific temperatures. Embedded in server racks or walls, PCMs 
can buffer temperature spikes during demand surges or cooling system failures. 
For example, Phase Change Solutions offers BioPCM® and Apollo™ Smart Panels, 
which are widely used in telecom shelters and edge data center applications to 
stabilize indoor temperatures and reduce cooling energy demand.⁵⁹ A 2021 review 
highlights that integrating PCMs into data center infrastructure enhances thermal 
management and provides more precise control of temperature, improving overall 
energy efficiency and reliability.⁶⁰ 

•	 Refrigerants are under increasing scrutiny due to their GWP. Next-generation 
systems are shifting toward low-GWP or natural refrigerants (e.g., R-1234yf, carbon 
dioxide (CO₂), ammonia), in line with global reduction mandates.¹⁶ For example, 
Vertiv recently launched its Liebert® Evaporative Free Cooling (EFC) unit for 
data centers, featuring a low‑GWP refrigerant (called “R‑454B”), which is quickly 
becoming the new HVAC industry standard to enable significant efficiency gains 
and carbon footprint reduction.⁶¹ Oak Ridge National Laboratory’s field-scale 
demonstrations are revealing that replacing conventional high-GWP refrigerants 
with ultra-low GWP fluids can reduce a data center’s annual CO₂ emissions by 
up to 40%.¹⁶ In the United States, regulatory frameworks like US Environmental 
Protection Agency (EPA) Rule 23 requires new residential and light‑commercial 
HVAC systems to use refrigerants with a GWP of 700 or less. In the United 
Kingdom, under the retained EU F‑gas Regulation and domestic Net Zero Carbon 
Buildings Standard, refrigerants must generally have a GWP of 677 or lower to 
qualify as low‑GWP products.⁶² 

•	 Modular cooling architectures support rapid deployment, localized upgrades 
and climate-specific customization. Scaling modular cooling reduces vendor lock-
in, accelerates innovation through openness and facilitates global alignment on 
cooling best practices. Modular units can be factory-built and pre-engineered with 
liquid or hybrid systems, reducing on-site labor, construction time and permitting 
challenges. Modular cooling architectures emerged in the late 2000s and early 
2010s with early adoption by hyperscalers and vendors offering in-row, rear-door 
and containerized solutions that enabled faster deployment and greater energy 
efficiency. However, broad adoption was initially limited by higher upfront costs 
and integration challenges with legacy infrastructure. A 2024 study found that 
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these systems can be deployed in less than 12 weeks (compared to 18-24 months 
for traditional builds) with a reduction of on-site labor of over 60%.⁶³ The Open 
Compute Project (OCP) is promoting interoperability for modular solutions across 
Original Equipment Manufacturers (OEMs) and hyperscalers and is enabling faster 
adoption of high-density, high-efficiency cooling solutions.⁶⁴  

•	 Advanced heat exchangers are critical to enhancing liquid-cooled and hybrid 
systems (see case study inset). 
 

Case Study 3: Liquid heat exchangers at scale—
Microsoft pushes thermal boundaries 

As the race to cool high-density AI workloads intensifies, Microsoft made 
major strides in 2024 deploying cutting-edge liquid heat exchanger 
technologies designed to reduce water use, shrink energy footprints and 
future-proof data centers against rising thermal loads. 

Microsoft’s 2024 launch of next‑generation liquid‑to‑air heat exchanger 
units improves heat rejection by circulating warm coolant from its 
closed‑loop, DTC cooling system through compact ambient-air heat 
exchangers. This allows servers’ heat to be expelled directly to 
outside air without evaporative cooling, thereby eliminating water use 
while still efficiently removing thermal energy from the data hall. The 
system features advanced surface engineering to enhance thermal 
transfer efficiency.⁶⁵ While Microsoft does not provide details, surface 
engineering may include features such enhanced microchannel designs 
and/or specialized coatings. This innovation supports Microsoft’s 
broader sustainability targets.

C. Barriers

While innovation in data center cooling is accelerating, widespread adoption of 
advanced systems faces a range of technical, economic and regulatory challenges. 
These barriers affect decisions across facility design, operations and long-term 
investment strategy and must be addressed to scale energy- and water-efficient 
cooling globally.
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Lack of technology maturity leading to 
inconsistent standards

Supply chain constraints, such as long 
lead times

Open standards (e.g., OCP, ASHRAE Advanced 
Cooling Solutions); industry-led interoperability e orts

Localized sourcing; multi-vendor compatibility; 
simplified system design; modularity

Increased system complexity/reliability 
requiring monitoring, training, maintenance

AI/ML-powered smart controls; predictive 
maintenance tools

Capital and operational cost uncertainty Total cost of ownership (TCO) modeling; case studies; 
policy-backed green financing tools

Water scarcity Shift to closed-loop, zero-water systems; adopt 
advanced dry or air-side cooling

Retrofit constraints, such as space 
limitations, airflow paths

Use of modular, edge-integrated cooling units; retrofit 
incentives

Regional regulatory considerations (e.g., 
building codes, state-level energy codes, 
water and environmental regulations)

Early engagement with permitting authorities; 
harmonized environmental and building codes; 
regional tech pilots

Market/policy levers undervalue 
energy/water savings

Carbon pricing; water-use transparency mandates; 
performance-based energy incentives or tax credits

D. Recommendations

Achieving scalable, sustainable cooling across the data center industry will require 
coordinated engagement from local and national governments, industry, academia 
and other stakeholders. The recommendations below are organized by stakeholder 
group and grounded in ongoing industry best practices, emerging research and field-
tested case studies.

1.	 Local governments should:
a.	Work with utilities to expand access to non-potable or recycled water 

sources.
b.	Offer data centers incentive structures—such as tax abatements or expedited 

permitting—tied to clear sustainability performance benchmarks, such as 
targets for PUE, WUE and heat recovery ratios. 

Table 2.3-2. Barriers.
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2.	Local governments in regions with naturally favorable climates for cooling 
should:
a.	Actively promote this advantage to data center operators and develop 

targeted incentives to attract new facilities, positioning their areas as energy- 
and cost-efficient locations for sustainable data center development.

b.	Accelerate deployment of advanced cooling by streamlining permitting for 
projects that integrate sustainable thermal management strategies, such as 
free cooling, heat reuse or closed-loop systems. 

c.	Update zoning regulations to enable co-location of data centers with facilities 
that can use waste heat, such as greenhouses or municipal buildings. 

3.	Local governments in regions with favorable conditions for thermal integration 
into district energy systems should work directly with data center operators who 
understand regional opportunities on such projects.52  

4.	National policymakers should: 
a.	Establish the market conditions and regulatory frameworks necessary for the 

broad adoption of energy- and water-efficient cooling technologies. 
b.	Create and enforce minimum energy performance standards for data 

centers, along with voluntary or mandatory reporting requirements for PUE 
and WUE; expand programs, such as the US EPA’s ENERGY STAR for Data 
Centers66 or the EU Code of Conduct for Data Centres,67 which can help set 
performance baselines and identify leaders. 

c.	Use government funding to support research and pilot programs for 
promising but commercially immature technologies, such as two-phase 
immersion cooling, modular systems, thermal batteries and zero-water liquid 
cooling. 

d.	Provide tax credits, green bonds and procurement incentives to help de-risk 
early adoption and support widespread deployment of sustainable cooling 
systems. 

5.	Universities and research institutions should: 
a.	Prioritize studies of novel cooling techniques, including many of the 

innovations described above, such as desiccant-based systems, thermal 
batteries, AI-optimized thermal control platforms and climate-specific hybrid 
systems.

b.	Host experimental testbeds or collaborate with industry to evaluate the 
performance of emerging solutions in field conditions. 

c.	Create open access datasets, simulation tools and digital twins to allow 
broader communities to model, compare and benchmark advanced cooling 
approaches; standardizing such tools will improve planning accuracy and 
reduce design risk.⁶⁸ 

d.	Create or expand curricula on thermal systems, green data infrastructure 
and resilient design to train the next generation of engineers and planners. 
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6.	Standards organizations such as ASHRAE, International Standards Organization 
(ISO) and OCP should:
a.	Facilitate innovation and interoperability to evolve their guidance. 
b.	Establish uniform testing protocols and certification pathways to validate 

performance of new technologies—especially liquid cooling, rear-door heat 
exchangers and high-efficiency refrigerants. 

c.	Push for global alignment on definitions and performance thresholds to 
lower costs, reduce vendor lock-in and allow data center operators to deploy 
advanced cooling with greater confidence across international markets. 

7.	 Cooling equipment manufacturers, bridging the gap between research and 
widespread implementation, should: 
a.	Invest in research and development (R&D) focused on compact cold plates, 

advanced heat exchanger surfaces and system-integrated controls with 
predictive maintenance and AI optimization capabilities. 

b.	Offer comprehensive, modular solutions that include sensors, telemetry and 
leak detection to reduce operational complexity. 

c.	Prioritize low-GWP and natural refrigerant alternatives, consistent with the 
climate goals outlined in the Montreal Protocol Kigali Amendment, particularly 
ss regulations around refrigerants evolve.¹⁶ 

8.	Data center developers and operators should:
a.	Integrate design early in the project development process, especially in siting 

decisions. 
b.	Select locations that enable the use of free cooling, heat reuse or access to 

non-potable water and renewable energy. 
c.	 Install climate-appropriate cooling systems—such as evaporative cooling in 

dry regions or air-side economization in temperate zones—in tandem with IT 
deployment strategies. 

d.	Establish facility-level energy and water performance targets and publish 
sustainability metrics annually. 

e.	Evaluate and design for heat reuse opportunities, either through district 
heating connections or local use cases like agricultural greenhouses, building 
heating or industrial preheating.

f.	 Set aside dedicated infrastructure for pilot deployments of emerging cooling 
systems, allowing testing without disrupting core operations.  

9.	Utilities should: 
a.	Partner with data centers to support load shifting (to align significant 

workload periods with cooler times of day).
b.	Integrate waste heat into community heating systems.  
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c.	Offer incentive structures for grid-responsive cooling in which data center 
cooling systems adjust their operation in response to signals from the electric 
grid. 

10. Environmental organizations should advocate for: 
a.	Low-carbon and water use
b.	Transparent reporting 
c.	Waste heat reuse
d.	Responsible siting to align with climate and sustainability goals

11. Investors and financiers should require disclosures on WUE, PUE and refrigerant 
use in project finance deals because these metrics directly impact a data center’s 
operational efficiency, climate risk exposure, regulatory compliance and long-term 
sustainability performance—all of which influence financial returns, reputational risk 
and alignment with Environmental, Social, and Governance (ESG) commitments.

12. Insurance providers should reduce risk premiums for data center operators that 
adopt redundant and fault-tolerant cooling systems—especially those with active 
leak detection and real-time monitoring—because these technologies significantly 
lower the likelihood of costly outages, equipment damage, and water or refrigerant 
leaks, thereby reducing the insurer’s exposure to operational and environmental 
claims. For most companies, this is a shift from current practice, where premiums often 
do not fully account for the added risk mitigation these systems provide.

13. End-use customers, such as large cloud clients, should shape demand by 
requiring data centers to meet high-efficiency and low-emissions cooling 
benchmarks in service agreements, such as maintaining a low PUE (ideally below 1.3) 
and minimizing greenhouse gas emissions by using low-GWP refrigerants, carbon-free 
electricity for cooling, and water-efficient or closed-loop systems.

Realizing the full potential of sustainable data center cooling will require a collective 
shift—from isolated innovation to coordinated implementation. Each stakeholder 
group has a distinct and essential role to play, from setting performance standards 
and funding next-generation technologies to deploying climate-responsive designs 
and sharing operational data. By aligning incentives, accelerating open collaboration 
and embedding sustainability into the planning and operation of digital infrastructure, 
we can ensure that data centers not only meet the demands of the digital age but 
also contribute to a more resource-efficient and climate-resilient future.
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A lmost all the electricity used at a data center turns into heat. Very few data 
centers use this heat, but there is considerable interest in doing so, both to 
offset energy costs and to reduce environmental impacts. The rise of liquid-

cooling systems (see Chapter 2.3 of this Roadmap) and higher rack densities are 
creating new opportunities for beneficial use of heat from data centers. This chapter 
explores these topics—discussing challenges, analyzing opportunities, describing 
current and planned projects, and concluding with recommendations.

 
A. Challenges 

Today’s data centers are dominantly air-cooled. The low exit temperature (close to 
ambient) and low heat capacity of the air in these data centers makes any reuse of 
heat difficult and often impossible. (The National Renewable Energy Lab (NREL) in 
Colorado has a functioning example of heat reuse at an air-cooled data center,1 but this 
model is not replicable on a commercial scale.) 

Heat reuse projects at data centers face additional challenges. Most fundamentally, 
heat is difficult to transport over long distances, so data centers must be close to 
facilities that need heat (“heat hosts”) for projects to be successful. In addition, 
coordination between data centers and potential heat hosts can be complicated, 
requiring alignment on a range of topics, including technologies, schedules and 
business goals.  
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The Open Compute Project lists six issues limiting deployment of data center heat 
reuse projects:

1.	 Data centers and heat hosts are not always located in close proximity. 
The cost of new infrastructure to connect them can be significant. 
 

2.	 Many locations have climates in which heat is not required for human 
comfort for much of the year. 

3.	 Local and national legislation does not always facilitate these 
projects.  

4.	 Governments rarely offer subsidies for heat reuse projects.  

5.	 Collaboration between data centers and heat hosts can be difficult. 

6.	 Heat reuse projects require significant investment, often including 
underground pipes, pumping stations, heat pumps, controls and 
similar equipment.²
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B. Opportunities

Liquid Cooling systems can enable reuse of heat that would otherwise be wasted. 
These systems have exit temperatures as high as 70 °C, limited only by the safe 
operating range of the chips. In liquid cooling systems, heat can be recycled at 45-70 
°C, aligning with the thermal cycles in many district heating systems. 

Liquid Cooling systems are rapidly growing in number, driven in part by the rise of 
graphics processing unit (GPU)-based computing for artificial intelligence (AI). The 
higher rack densities typical of GPUs result in greater waste heat and, in turn, the 
need for liquid cooling. This, in turn, creates new opportunities for heat reuse since 
the systems operate with higher exit temperatures.

Liquid Cooling systems with ultra-high rack densities (>100 kW/cabinet) also lower 
power usage effectiveness (PUE)¹ significantly (while capturing more than 99% of 
waste heat at ~55-70 °C).³ With two-phase immersion cooling technology, data center 
PUE can reach 1.03-1.05.⁴ Although capital costs for such systems are high, return on 
investment (ROI) can be relatively quick. One study reports ROI ranges of 1-3 years 
for single-phase immersion cooling systems.³

Table 2.4-1. Types of cooling with estimated market share and heat reuse capability.

*See Chapter 2.3 of this Roadmap for background on air cooling, rear door cooling and Liquid Cooling.

Current  Usage 
(2023)

95% Market 
Share⁵⁶

2-3%⁷ 2-5%⁸

Future Builds 
Usage (estimate 
for 2028) 

60–70%
(remaining 
after rear 
door and 
liquid cooling 
estimates)

10-15% 20-25%

Comments Dominant in 
legacy and 
smaller systems

Easiest to 
retrofit—maintains 
existing cooling 
methods

Can achieve PUE 
of 1.02; direct to 
chip dominant in 
new builds today

Heat Reuse 
Capability

None Minimal—local 
heating

Significant, 
particularly at 
higher exit 
temperatures
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Examples of data centers with liquid cooling that reuse waste heat include the 
following. 

•	 Intel + Submer (Barcelona): Deploying SmartPod XL immersion units 
operating at 55-70 °C, with reported >99% heat capture, feeding local 
district heating.12 

•	 Aquasar (ETH Zurich): Hot-water cooling recovers ~80% of heat, utilized 
in campus heating, saving ~$1.25 million annually.13 

•	 iDataCool (Germany): Custom hot-water cooling for HPC, drives an 
adsorption chiller; target ~65 °C for useful heat.14  

•	 QTS, Digital Realty, Equinix (Nordics): Air-cooled centers use heat to 
warm homes; immersion cooling pilots in Finland and Sweden are 
underway.15

Combining liquid cooling systems with heat pumps can open opportunities for heat 
reuse at data centers. Heat pumps take a source of low-temperature heat and raise 
the temperature, making the heat suitable for a wider range of applications.

Two types of facilities offer the best opportunities for data center heat reuse: district 
heating and direct air capture. Other possibilities include electricity generation, 
agriculture and aquaculture. These are discussed below.

i. District heating

In colder regions, the most impactful use of waste heat is often through district heating 
networks—centralized systems that distribute hot water or steam to buildings for 
space conditioning and water heating. District heating systems in Nordic countries use 
moderate-temperature water—typically input at 60-70 °C and returned in the vicinity of 
50 °C. These are excellent matches to modern liquid-cooling systems, but in order to 
optimize district heating, data centers need to be carefully planned to integrate with 
district heating options. 

District heating systems have many benefits.17 They reduce greenhouse gas emissions 
and energy use, increase energy efficiency, lower building costs (no separate boilers, 
chillers or other related hardware) and improve reliability (industrial-grade district energy 
equipment is more robust than commercial equipment installed at the building level). 
Cities and communities often support district heating systems due to reduced cost for 
new housing development and the capacity to provide baseload power and heat for 
microgrids. Local grid infrastructure can benefit through reduced peak demand enabled 
by aggregating loads and shifting peak demand with thermal energy storage.18 

16
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The main challenge in using data center heat for district heating is seasonality. In 
warmer months when district heating is not needed, the data center must have an 
alternative method of rejecting its waste heat. This requirement raises the overall 
capital cost of the data center’s cooling infrastructure. As a result, the benefits of 
linking to a district heating system must be substantial in terms of cost reductions, 
carbon emission reductions, improved social acceptance or otherwise.  

However, several data centers have successfully supplied waste heat use for district 
heating systems. For example, in 2020, Meta began routing low-grade heat from its 
Odense data center to the local district heating utility (Fjernvarme Fyn).   Through 
heat pumps, the temperature is raised to meet residential needs. The Odense system 
provides essentially “free” heat to over 7000 homes (and growing), offsetting fossil 
fuel use and supporting Denmark’s national climate targets. 

Following Meta’s lead, Microsoft is launching a heat recovery system at its new Danish 
data centers to supply thermal energy to the local district heating network. Scheduled 
for full operation by 2026, the system will deliver surplus heat equivalent to thousands 
of households’ annual demand.20  It forms part of Microsoft’s broader strategy to align 
with Denmark’s clean energy and circular economy goals.21  

Matching data centers with district heating systems in the United States is more 
challenging than in northern Europe. US district heating systems—including the 
largest in New York and Boston/Cambridge—tend to be based on steam rather than 
hot water.22  These systems cannot easily be converted to hot water because the 
radiators in buildings are much less efficient than those in northern Europe. To create 
the necessary steam, heat pumps would need to be used to raise the temperature of 

19
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liquid-cooling systems. These heat pumps are becoming available but need electricity 
to operate, undercutting the energy reduction goal of heat reuse programs. 

Chinese authorities and data center operators are exploring use of data center waste 
heat for district heating, though projects are at an early stage. A study by Tsinghua 
University and the United Nations Environment Programme (UNEP)-Copenhagen 
estimates that northern Chinese data centers generate about 70 petajoules of 
recoverable winter waste heat annually, with potential to quadruple by 2060 if coupled 
with heat pumps and storage.23 In Tianjin, Tencent captures waste heat from servers at 
its data center and, with heat pumps, provides hot water for municipal heating.24  

ii. Direct air capture

Since carbon emissions are one of the key issues associated with data center 
expansion, it is interesting to examine whether direct air capture (DAC) systems could 
be operated with waste heat from liquid-cooling systems. DAC facilities have the ability 
to operate year-round—a major advantage for data center heat reuse when compared 
to the seasonal nature of district heating systems. Further, while costs for DAC 
systems are still quite high, there are many commercial contracts to purchase carbon 
dioxide (CO₂) removals from the initial suppliers, suggesting that the high cost is not 
necessarily a barrier to deployment.²⁵

The primary energy demand in a DAC facility is for heat to regenerate sorbents 
and solvents (the material that captures CO₂ from the air). One challenge in using 
data center waste heat for DAC is that the sorbents and solvents typically require 
temperatures in the vicinity of 90-120 °C to desorb the CO2 in a pure state. At exit 
temperatures from data center liquid-cooling systems, producing the steam for 
desorption requires either a heat pump or very substantial vacuum. Both need 
significant electricity input, as does converting the captured CO₂ to liquid form for 
transportation.

Under these conditions the value of the captured CO₂ must be very high to justify 
the additional energy. The data center is acting to subsidize the DAC system, rather 
than the DAC system subsidizing the data center. This may be a perfectly acceptable 
outcome given the apparent high value of CO₂ removed from the air today ($500-
$1000/ton).²⁵

Microsoft—the world’s largest purchaser of CO₂ from DAC—is conducting a test of DAC 
using data center heat.²⁶,27 Meta and Alphabet are exploring options in this area as 
well.²⁸,29 
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iii. Organic Rankin Cycle Power (ORC) electricity generation

Using waste heat to generate electricity would have significant benefits. Such a 
system would be usable 24/7 and reduce the overall electricity demand of the data 
center. Organic Rankin Cycle Power (ORC) systems use a heat exchanger to transfer 
the cooling heat from a liquid system to an organic fluid that can be expanded to vapor 
to pass through a turbine. The fluid is then condensed again, typically by a cooling 
tower or air cooler. These systems are in routine use for low-temperature geothermal 
power and are being developed for engine heat recovery. In both cases the heat 
sources are higher temperature (typically 80-100 °C) than exit heat from data center 
liquid-cooling systems.30

This approach has received significant academic attention but is not currently in use 
for data centers. One analysis suggests a payback period of 4-7 years.³¹ However, a 
manufacturer of these systems for engine heat reuse, Vertiv, has sponsored a detailed 
experimental study of its application to data center heat at 58 °C with an atmospheric 
heat sink between 14 and 35 °C.32

 
The company found that:

“When operating at TH [hot-side temperature] ~58 °C, TL (low-side temperature) 
~14 °C, and near full load, the ORC can convert ~2% of the waste heat into 
mechanical energy. Although this may appear negligible, the best data centers 
consume ~20% of the IT load to transport the waste heat to the outdoors. The 
ORC provides this cooling with a net output of mechanical energy creating a 
significant improvement in data center PUE. The regenerative turbine liquid pump 
consumes ~50% of the energy output of the expander. When the parasitic load 
to transport the residual waste heat into ambient air is considered, the ORC as a 
WHR [waste-heat recovery] system is an energy consumer. 

That being said, in a data center application the WHR system is the cooling 
system which must operate continuously as load varies from 0% to 100% and 
ambient temperature varies according to the prevailing weather conditions 
predicted based on a century of records. The unstable flow limits at the expander 
inlet in the subject ORC system fall well within the spring, summer, and fall high 
temperatures expected in Ashburn, VA. Thus, use of ORC WHR as the sole data 
center cooling means is precluded.”

In other words, the system tested was unable to operate stably in temperatures 
expected of temperate zone data centers. Vertiv makes recommendations for how 
these fundamental problems may be overcome, but the challenge is significant when 
considering the relatively low amount of power generated and the anticipated high 
capital cost. This detailed analysis from a commercial supplier suggests why current 
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implementations are not commercial and why the complexity of this approach is 
probably hindering even a demonstration system in a data center today.

iv. Other possible uses of waste heat

Other possible heat hosts for data centers include aquaculture projects, greenhouses 
and low temperature industrial processes (such as drying). A large number of possible 
applications of this kind exist at temperatures of 60-90 °C,³³ many of which do not 
have the seasonality constraints of district heating. However, current projects are 
very limited in number and are mostly in Nordic countries. The Green Mountain data 
center in Norway is sending waste to the world’s largest land-based trout farm.³⁴ Luleå 
University of Technology in Sweden and the University of Notre Dame in the US have 
greenhouses that receive heat from data centers.³⁵ The EcoDataCenter in Falun, 
Sweden uses waste heat to dry wood for wood pellet production.³⁶ However, most 
applications of this kind remain academic exercises only and are probably too small to 
attract the attention of new large data centers (>100 MW), which will have liquid cooling 
systems large enough to integrate into more complex industrial applications.

C. Current and Planned Projects

The Open Compute Project (OCP) maintains a list of heat reuse projects at data 
centers around the world.²,³⁷,³⁸ The numbers are modest. OCP lists only 12 projects 
with a capacity of 5 MW or more of heat reuse in operation today and 13 projects 
of that size in planning. Almost all the projects are in Northern Europe. Eight of the 
planned projects are in Germany, which has a policy requiring heat reuse in large data 
centers by 2026.³⁹ Operating and planned projects with data from OCP are shown in 
Table 2.4-2. 

Some significant investments in heat reuse projects are underway. Google is spending 
$1 billion to expand its Hamina, Finland data center and will give the heat for free to the 
local community.44 It expects to provide 80% of the heating needs of the community. 
(There are no details on the summer heat management approach at this site.) Nordic 
data center provider atNorth has announced a hyperscale facility in Finland, which will 
open with 60 MW and provide heat to the community, with plans to expand to several 
hundred megawatts.⁴⁰ One source suggests that data centers in Europe near existing 
district heating networks could be capable of supplying 75 TWh/year—enough for 10% 
of the EU’s heating demand by 2030.⁴¹ 
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Table 2.4-2. Operating and planned heat reuse at data centers (adapted from OCP database38).

In contrast, Meta’s Richland Parish (Holly Ridge), Louisiana data center announcement 
makes no mention of including any heat reuse approaches.⁴² While the project is 
significant (it is projected to be a 4 million ft², $10 billion campus with up to 2 GW 
compute capacity), it is not near a district heating opportunity. The benefits of other 
heat reuse options are apparently not sufficient to warrant investment. 

Operating Sites, Built Stage

Planned Sites, Planning Stage

NREL
Westin Building 
Ericsson
Green Hub
Stockholm Data Park
LUMI Supercomputer
Ficolo
Green Computing
Algae Farm
nLighten
Equinix AM3
DC2-Telemark

NREL
Amazon Web Services 
Ericsson
GreenHub Data 
Centers
Stockholm Exergi
CSC
Ficolo Oy
Green IT Solutions
WindCloud
NorthC Datacenters
Equinix

Golden
Seattle
Rosersberg
Stockholm
Stockholm
Kajaani
Vantaa
Paris
Enge-Sande
Hannover
Amsterdam
Rjukan

Colorado
Washington
Sweden
Sweden
Sweden
Finland
Finland
France
Germany
Germany
Netherlands
Norway

5
5

10
40
10
10
10

20
15
5

14
20

DC Val d Europe
DC Heated Night Club
Equinix FR4, FR6 & FR8
Franky
Stack 80 MW data Center
Data Center at ICE
Train Station

Digital Park
heiCOMACS
Jupiter Project
Elementica
EcoDataCenter2
Qscale Q01 Campus
Wyoming Hyperscale

OVHCloud
Mainova Webhouse
Equinix
Telehouse
Stack Infrastructure
Stack Infrastructure

Digital Realty
heiCOMACS Forschungszentrum 
Jülich
Elementica
EcoDataCenter
Qscale
Wyoming Hyperscale

Val d’Europe
Frankfurt Seckbach
Frankfurt Griesheim
Frankfurt Gallus
Taunus
Limburg

Frankfurt Fechenheim
Heidelberg
Jülich
Stockholm
Östersund
Quebec
Evanston

France
Germany
Germany
Germany
Germany
Germany

Germany
Germany
Germany
Sweden
Sweden
Canada
Wyoming

7.8
30
56
14

80
35

20
54
15
21

20
96

120
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As of 2024, NREL was developing the Urban Renewable Building and Neighborhood 
Optimization (URBANopt) platform to analyze the use of waste heat sources within 
geographically cohesive building districts. This tool will facilitate integration of waste 
heat into district energy systems, enhancing overall energy efficiency.⁴³ 

Table 2.4-3 summarizes key factors in considering heat reuse projects in countries 
around the world. 

Table 2.4-3. Heat reuse economic factors by country.
 

 
 USA

EU

UK

Japan/APAC

China

India

South Korea

Singapore

Russia

Finland

����������������� ���������������������
������
	������������������

Close-coupled 
retrofits, hybrid 
cooling

Free cooling, 
district heat export

Free cooling 
retrofits

Hybrid cooling; free 
cooling in cooler 
regions

Hybrid cooling pilots

Hybrid during cooler 
seasons

District cooling 
pairing

Free cooling

Close-coupled 
retrofits, free 
cooling

Free cooling, 
district heat export

Hybrid cooling yields 
positive ROI; immersion 
retrofits costly⁴³

12.2% cost savings via 
heat reuse; 70% chiller 
reduction via free cooling 

Similar cost benefits to 
EU; policy incentives 
still needed

Fewer studies, but 
expect similar savings 
when applied

Retrofitting remains 
expensive without 
pipeline incentives

Limited data; cooling 
e�ciency still key

Waste heat flexible in 
district networks; 
economies rising

Tropical climate limits 
reuse; focus on cooling 
energy savings

Subsidized energy 
reduces ROI action

Heat export drives 
clear ROI; colder 
climate favorable

New liquid-designed data 
centers could deliver 
lower capex/opex

Immersion includes 
long-term gains; retrofit 
less viable

Future builds will favor 
hybrid and immersion 
systems

Fastest-growing 
immersion adoption; cost 
benefits likely

Large new high-performance 
computing builds suitable for 
immersion from start

Immersion adoption early; 
local costs variable

Immersion viable in new 
developments

High-density future data 
centers may o�set higher 
initial cost

New builds likely stick 
with e�cient air; liquid 
niche

New builds with 
immersion + heat export 
are highly cost-e�ective
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D. Recommendations

1.	 Data center operators should adopt high‑temperature 
liquid‑cooling systems—such as direct‑chip or immersion 
cooling—that achieve exit temperatures of 45-70 °C, enabling 
effective heat reuse in applications, such as district heating. 

2.	 National and subnational governments should require feasibility 
studies for heat reuse in permitting large new data‑center 
projects and offer incentives, such as fast-track permitting and 
subsidies, to deploy such systems. National and subnational 
governments should consider requiring 10-20% heat reuse 
mandates for new data centers (such as in Germany). 

3.	 District heating utilities and municipal planners should proactively 
partner with data‑center developers to map potential synergies 
and create or extend thermal infrastructure that connects data 
centers to buildings, industrial users and aquaculture facilities. 

4.	 Heat host industries (e.g., hospitals, laundries, greenhouses and 
industrial processes) should actively engage with data‑center 
operators to explore using waste heat for 24/7 applications, 
including agriculture, drying, aquaculture and wastewater 
treatment. 

5.	 Technology developers and standards organizations should 
produce guidelines, matchmaking tools and technoeconomic 
frameworks that facilitate collaboration between data‑center 
operators and prospective heat hosts, building on the work of 
the Open Compute Project (OCP) and others. 

6.	 Research institutions, utilities and innovative companies 
should pilot alternative uses and technologies—such as 
data‑center‑powered DAC systems—evaluating performance 
and return on investment to increase reuse pathways.
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TEXT BOX 
Data Center Energy 
Efficiency Metrics
Eric Masanet

Over the past two decades, numerous data center energy efficiency metrics have 
been proposed, yet arguably only one has been adopted on a widespread basis 
across data center operators, regions and data center types.

This metric is known as “power usage effectiveness” or PUE. First introduced 
in 2007 by the Green Grid,1 and later institutionalized in the ISO/IEC 30134-2 
standard,2 PUE is calculated as the ratio of a data center’s total energy use to 
the energy use of its IT equipment alone (see Chapter 2.3 of this Roadmap). As 
such, it provides a measure of how much energy goes to non-IT end uses that do 
not provide business value. Its theoretical lower limit is 1.0. Several hyperscale 
operators (e.g., Google, Meta and AWS) regularly achieve fleet averages 
approaching PUEs of 1.1.

However, PUE does not capture the efficiency of IT equipment nor the efficiency of 
IT workloads in the data center. Indeed, two data centers with the same PUE can 
have substantially different IT equipment and workload efficiencies, meaning that 
PUE cannot be used as a stand-alone comparison between data centers.3 (See 
Chapter 2.1 of this Roadmap).

The “IT power usage effectiveness” (ITUE) metric aims to better capture how 
much rack power results in useful computations. It is calculated as the ratio of 
total energy into IT equipment to the energy use of IT compute components 
alone. Multiplying ITUE by PUE results in a metric known as “total power usage 
effectiveness” (TUE), which is the ratio of total data center energy use to the 
energy use of IT compute components alone. While ITUE and TUE were proposed 
and demonstrated around 15 years ago, reporting of either is difficult to find.4,5

ITUE and TUE can capture the efficiency of providing power to compute 
components; however, they fall short of measuring the useful work actually done 
by these components. To address this gap, several metrics have been proposed to 
quantify workload-level energy efficiencies, including the Green Grid’s “data center 
energy productivity” (DCeP),6 which is calculated as useful work produced divided 



119Textbox | Data Center Energy Efficiency Metrics

ICEF Sustainable Data Centers Roadmap

by total energy consumed by the data center, and “server energy productivity” 
(SEP),7 which compares the energy consumption of a server in relation to the share 
of compute work the server is performing. Like ITUE and TUE, however, reporting 
of these metrics by data center operators is difficult to find.

Most recently, the Green Grid has provided additional guidance for standardizing 
the calculation of server work capacity for use in “work per unit energy” metrics 
and reporting moving forward. This metric is known as “IT Work Capacity (ITWC).”8

Importantly, these metrics and indexes do not accurately capture key 
environmental parameters, including water consumption or energy-related 
greenhouse gas emissions. Other metrics have been proposed to quantify, for 
example, cooling efficiency, waste heat reuse, and energy-related factors like 
carbon utilization effectiveness and shares of renewable energy. For a detailed 
review of metrics, see Sustainable Digital Infrastructure Alliance (SDIA) (2025).7
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S some equipment at data centers emits greenhouse gases. Diesel 
generators for backup power emit carbon dioxide (CO₂), and cooling 
equipment and fire suppression systems can leak hydrofluorocarbons (HFCs). 
Data concerning these emissions are very limited. This chapter discusses 

greenhouse gas emissions from equipment at data centers (referred to as direct, on-
site or Scope 1 emissions) and mitigation strategies.

(Some data centers have “behind-the-meter” generators for primary, non-backup 
power, but this is rare. Most data centers get their primary power from the grid. 
Emissions from primary power for data centers are discussed in Chapter 3.2 of this 
Roadmap.)

A. Backup Power Systems

i. Emissions 

Diesel generators are the most common backup power system at data centers.¹ In 
combination with uninterruptible power supply (UPS) systems, diesel generators are 
capable of starting within approximately 10 seconds of a grid power supply outage and 
can continue to supply power at data centers indefinitely, depending on on-site fuel 
reserves.² While operating, backup generators burn diesel fuel and emit CO₂, as well 
as air pollutants such as nitrogen oxides (NOx) and particulate matter (PM).³ 

These generators are primarily intended to be used for emergency situations, and 
many jurisdictions limit the total number of hours they can be run annually. For 
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example, the US state of Virginia allows backup generators to operate for up to 500 
hours per year for all purposes.⁴ However, the US Environmental Protection Agency 
(EPA) allows backup diesel generators at data centers to be operated for up to 100 
hours per year for testing and maintenance, up to 50 hours of which can be part of a 
non-emergency demand response program to support grid reliability.⁵ 

Figure 3.1-1. A 3 MW diesel generator.

Modern backup diesel generators emit approximately 0.79 kgCO₂ per kWh of power,⁶ 
far higher than the average carbon intensity of electric grids globally (0.48 kgCO₂/
kWh).⁷ A typical 3 MW diesel generator operating for the maximum 500 hours in a year 
would therefore emit approximately 1000 tCO₂ annually. During grid emergencies, 
backup generators are designed to serve the full critical information technology (IT) 
load, meaning that a hypothetical 100 MW data center running on backup generators 
for 500 hours per year would lead to approximately 39.5 ktCO₂ of emissions. 

However, this is typically far lower than the total emissions that result from the grid-
supplied electricity for this data center during the rest of the year. In this example, if the 
remaining 8260 hours in the year were served by average US grid power (rather than 
diesel backup generators) that would result in 323 ktCO₂ of emissions. (These would 
be considered Scope 2 under the Greenhouse Gas Protocol.)
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Some data centers use natural gas turbines and reciprocating engines⁸ or combined 
heat and power (CHP) systems for backup power (and to reduce peak demand 
charges). Natural gas-fired generation, while less CO₂-intensive than diesel 
generators, still contributes Scope 1 CO₂ and potentially methane emissions during 
sustained or intermittent operation.⁹ CHP systems at data centers also produce Scope 
1 emissions if powered by fossil fuels.

ii. Mitigation strategies 

Options to reduce greenhouse gas emissions from on-site diesel generators at data 
centers include using natural gas generators, renewable fuels, batteries and hydrogen 
fuel cells. All these strategies have challenges or limitations.  

Some data center operators have begun to adopt natural-gas-fired backup generators 
in place of diesel, which can moderately reduce CO₂ and NOx emissions. Natural-gas-
fired generators are increasingly available with fast start-up times that can approach 
or match the performance of diesel. In addition to the fact that emissions reductions 
from this strategy are limited, one of the challenges for adopting it is a perception that 
natural gas supply may not be as reliable during emergency situations as diesel fuel, 
which is typically stored on site and re-supplied via truck rather than delivered via 
pipeline.¹⁰ 

Renewable fuels, such as hydrotreated vegetable oil (HVO), biodiesel (FAME) and 
synthetic paraffinic fuels, can be used as drop-in replacements for conventional diesel 
(with some caveats) and have been adopted by some data center operators.¹¹ They 
offer significant reductions in lifecycle CO₂ emissions while maintaining compatibility 
with existing diesel generator systems.¹² However, reliable supplies of these fuels are 
not universally available, and biodiesel is typically subject to a maximum blending limit 
with conventional diesel for drop-in use. 

Battery energy storage systems can reduce life-cycle CO₂ emissions compared 
with diesel generators, depending principally on the type of power used to charge 
the batteries. If charged from low-carbon power sources, batteries can help reduce 
emissions; however in general, data center energy storage systems charge from grid-
supplied power and/or on-site generators, in which case there may be no emissions 
benefits. The most relevant energy storage technologies include lithium-ion batteries 
and sodium-sulfur batteries.¹³ However, their ability to serve load is generally limited 
in duration, and longer-duration storage technologies are attracting increasing 
attention.¹⁴

Hydrogen fuel cells provide another alternative backup power solution, with the 
advantage of integrating on-site hydrogen storage¹⁵ to extend the duration over which 
they can serve load. While there are no on-site CO₂ or NOx emissions from fuel cell 
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operation, life-cycle CO₂ emissions depend on the hydrogen production method, 
meaning that sources of low-carbon hydrogen are required to make this strategy result 
in significant emissions reductions compared to diesel. Similar to renewable fuels, 
supply of low-carbon hydrogen is more constrained than diesel and natural gas, which 
some operators may see as a barrier to adoption.

The use of energy storage and on-site generation must be carefully coordinated, 
which can be accomplished using a microgrid.¹⁶ This approach enables the data center 
operator to have increased control and flexibility over the power supply to critical 
IT loads, improving resilience during grid outages and introducing the capability of 
providing load flexibility as a service to the grid (see Chapter 4 of this Roadmap). 
Microgrids are receiving increasing attention from data center operators and are 
particularly important for high-capacity data centers in regions with constrained 
grids.¹⁷,¹⁸

Carbon capture is not a good candidate for mitigating emissions from diesel 
generators at data centers, mainly due to the intermittent nature of backup generators 
and their relatively small capacity. Carbon capture may be a good mitigation strategy 
for primary power generation for data centers (see Chapter 3.2 of this Roadmap).

Fig. 3.1-2. Multiple diesel generator sets, of the kind used to provide reliable backup power at data centers.
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B. Cooling and Fire Suppression Systems

Cooling systems in data centers primarily use HFC refrigerants such as R-134a (see 
Chapter 2.3 of this Roadmap). These F-gases have global warming potentials (GWPs) 
well over 1000, meaning that even minor leaks can lead to high CO₂-equivalent 
emissions. Leakage can occur during standard operation, maintenance or equipment 
decommissioning.¹⁹ Leakage rates of heating, ventilation and air condition (HVAC) 
refrigerants vary significantly, depending on equipment type and age, ranging from 
roughly 1% to 15% per year.²⁰,²¹ For a hypothetical 100 MW data center using the 
current generation of refrigerants, high GWP refrigerant leaks could be equivalent 
to roughly 230 (low leakage) to 3500 (high leakage) tons of CO₂ equivalent (tCO₂e)a 
per year. With low GWP refrigerants, the equivalent CO₂e emissions from leaks are 
dramatically reduced, helping to significantly lower the overall climate impact. 

Certain fire suppression agents used in data centers, like HFC‑227ea (FM-200), also 
possess high GWPs. Though infrequent, discharges—whether accidental, during 
testing, or at system end‑of‑life—can also contribute to greenhouse gas emissions.²² 
While the average leakage rates are unknown, they are likely to be significantly 
smaller than those for HVAC systems given the much lower total charge of refrigerant 
used in these systems.

Regulatory frameworks, such as the US EPA Section 608 program and the EU F‑Gas 
Regulation, now mandate tighter leak detection, maintenance and phasedown of 
high‑GWP refrigerants. In the United States, data center cooling equipment will be 
restricted to refrigerants with a maximum GWP of 700, with a compliance date of 
2027.²³ Similar European requirements are also phasing in. For fire suppression 
systems, commonly used high-GWP F-gases (notably FM-200) are being phased down 
under the Montreal Protocol.²⁴ The adoption of next-generation refrigerants and fire 
suppression substances, combined with practicing robust leak detection and repair, 
can enable data centers to significantly reduce greenhouse gas emissions from these 
systems. A complementary approach for reducing refrigerant emissions is to adopt 
alternative cooling strategies (see Chapter 2.3 of this Roadmap).

a   This is based on the following: A hypothetical 100 MW data center would require approximately 35,000 tons of cooling 
capacity. The refrigerant charge in this system would likely be approximately 18 tons (typical charge values are roughly 0.5 
kg of refrigerant per ton of cooling). Using the GWP of R-134a (1300), a commonly used refrigerant in large HVAC systems, 
a 1% annual leak rate would be equivalent to approximately 230 tCO2e/year, while a 15% leak rate would be equivalent to 
approximately 3500 tCO2e/year.
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C. Recommendations

1.	 Data center operators should examine alternatives to the continued use of 
diesel for on-site backup generation. This could include alternative drop-in 
fuels with low-carbon intensity where available or the adoption of low-carbon 
backup generation, such as hydrogen fuel cells and the use of on-site energy 
storage. 

2.	 Data center operators should ensure that HVAC and fire suppression 
equipment leak detection protocols are modernized and carefully 
implemented to reduce F-gas leakage. They should also closely follow 
regulatory developments around adopting advanced, low-GWP refrigerants 
and fire-suppression equipment. 

3.	 Governments should review current limitations on maximum operating 
limits for diesel backup generators to ensure that air quality impacts and 
greenhouse gas emissions are minimized. 

4.	 Utilities should continue to meet high grid reliability performance targets, 
reducing the need for on-site backup generation at data centers.
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A. Overview

Modern data centers consume large amounts of electricity. The International Energy 
Agency (IEA) estimates that electricity consumption by data centers produced 180 
million tons of carbon dioxide (MtCO₂) emissions in 2024 (roughly 0.5% of global CO₂ 
emissions). In the IEA Base Case Scenario, these CO₂ emissions roughly double by 
2030. (See Chapter 1 of this Roadmap.)

Most electricity for data centers is purchased from the electric grid (“in front of the 
meter” or “FTM”). The resulting greenhouse gas emissions are included under Scope 
2 of the Greenhouse Gas Protocol Corporate Standard.1 This chapter discusses the 
greenhouse gas emissions implications of data centers’ reliance on the grid, current 
debates on revising Scope 2 methodology, approaches to mitigating Scope 2 
emissions for data centers, and related issues that arise with respect to greenhouse 
gas emissions from on-site generation (“behind the meter” or “BTM”). The chapter 
concludes with Recommendations.
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B. Scope 2 Location-Based Emissions for Data 
Centers

The Greenhouse Gas Protocol provides two separate methods for calculating 
emissions from the use of grid-supplied electricity. These methods are known as 
“location-based” and “market-based,” and they can produce significantly different 
results.2 Thus, the best practice for corporate emissions disclosure is to report both.

The location-based method considers electricity emissions from an engineering 
perspective. Because of the nature of electric power flow, the grid’s electricity comes 
from many different power plants (the “grid mix”). Because the power plants on a grid 
typically use different types of technologies (e.g., gas, coal, wind, solar, etc.), they have 
very different CO₂ emissions per unit of electricity generated. Determining location-
based emissions of grid-supplied electric power therefore requires averaging the 
emissions of all power plants on the relevant grid. 

Typically, the “relevant” grid is considered to be the balancing area (or control area) 
over which a single grid operator is responsible for ensuring that electricity generation 
and supply are continually matched. This can be at the national, sub-national or super-
national level. Grids with large amounts of low-carbon power generation, such as 
renewables or nuclear, have very low average greenhouse gas emissions per unit of 
energy generated (“carbon intensity”). For example, hydro-rich Sweden averages 8 g 
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of CO₂ equivalent (gCO₂e)/kWh and nuclear-rich France averages 48 gCO₂e/kWh.3 In 
contrast, grids with large amounts of coal have very high values (e.g., 623 gCO₂/kWh 
for Indonesia⁴). The global average grid carbon intensity in 2024 was 473 gCO₂/kWh⁵; 
IEA expects this figure to fall by approximately 4% per year through 2026⁶ as grids add 
more low-emitting power generation and as high-emitting power plants are retired.  

Because of the large range in grid carbon intensities in different regions, Scope 2 
location-based emissions for data centers are heavily influenced by their location. 
Identical data centers located in different regions could have Scope 2 location-based 
emissions that differ by almost 100x. For example, a hypothetical 100 MW data center 
with a PUE of 1.2 that operates at 80% capacity would have Scope 2 location-based 
emissions of 6727 tCO₂e/year in Sweden and 523,918 tCO₂e/year in Indonesiaa.

As noted above, IEA estimates that data centers accounted for 180 Mt of CO₂ 
emissions in 2024.7 Under the IEA Base Case Scenario, data center energy 
consumption will grow to 945 TWh/year by 2030. If this power were supplied by 
electricity with the 2024 global average emissions intensity, it would result in 447 
MtCO₂ of Scope 2 location-based emissions. However, if average grid carbon intensity 
falls as projected by IEA, the 2030 global average grid carbon intensity will be 370 
gCO₂/kWh, and emissions from data centers in the IEA Base Case would be 350 
MtCO₂. Data center growth will likely be concentrated in particular countries and 
regions, so a more detailed analysis of electricity emissions for these specific grids 
(rather than the global average) would be needed to improve these estimates. 

While calculation of Scope 2 location-based emissions currently uses annual average 
grid emissions intensity, the hour-to-hour emissions intensity of some grids can vary by 
large amounts. This is particularly true for grids with high solar and wind penetration. 
They can experience some hours with essentially zero emissions (during sunny and/or 
windy conditions when power is mostly supplied by solar and wind) followed by other 
hours with high emissions (when power is mostly supplied by gas or coal). Emissions 
intensity on some grids can also change substantially from season to season, for 
similar reasons. While this variability can pose challenges for maintaining grid reliability 
(e.g., the solar “duck curve” in the US,8 Australia,9 India10 and elsewhere), it also means 
that shifting electricity consumption to low-emissions hours can significantly reduce 
actual emissions from electricity use.11 This has led to proposals for reforming the 
Scope 2 location-based methodology (see below). It has also helped motivate some 
data centers to use load flexibility (see Chapter 4 of this Roadmap).

a  This is calculated as follows. By convention, the 100 MW data center with PUE of 1.2 would draw 120 MW of power from 
the electric grid. Operating at 80% capacity, it would consume 840,960 MWh of grid power during a single year. Multiplying 
by the average carbon intensity of the grids in Sweden and Indonesia gives 6,727 tCO2e and 523,918 tCO2e, respectively. 
However, the amounts are usually negligible.
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C. Scope 2 Market-Based Emissions for Data 
Centers

The Scope 2 “market-based” method considers electricity emissions from a market 
perspective. This method begins with the location-based emissions amount and 
then replaces grid-supplied energy with any renewable energy that was procured 
through market-based instruments, such as power purchase agreements (PPAs), on 
an energy basis (i.e., on a MWh-for-MWh basis, see Box 3.2-1). Under this method, the 
greenhouse gas emissions from procured renewable energy are effectively zero,b 
meaning that Scope 2 market-based emissions can be significantly reduced or even 
brought all the way to zero by procuring a sufficient amount of renewable energy. 
Many data center operators procure large amounts of renewable energy through PPAs 
for this purpose. The four large hyperscalers (Amazon, Google, Meta and Microsoft) 
are the largest corporate buyers of renewable energy globally, having collectively 
procured more than 84 GW via PPAs as of early 2025.12 Thus, they report far lower 
Scope 2 market-based emissions than location-based emissions. (Not all hyperscalers 
report both location-based and market-based emissions, making this comparison 
difficult in some cases.)

The Greenhouse Gas Protocol Scope 2 guidance is under revision in 2025, with a 
final version expected in 2027. While the general concepts of separate location- and 
market-based emissions reporting will likely remain, the methods used to determine 

b  In some cases, procured renewable energy may be deemed to have a small amount of greenhouse gas emissions for the 
purposes of the Scope 2 market-based method. However, this is not typical, and the amounts are usually negligible.
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the actual amount of emissions offsets will change. Several alternative approaches 
have been proposed, with the intention of more closely matching the physical nature 
of renewable power supply (such as time-variation in the grid mix) and/or more closely 
addressing overall impacts of power generation13 on CO₂ emissions. The revisions 
will likely focus on more regional- and time-based matching requirements, limiting the 
ability to “replace” grid-supplied electricity with procured renewable energy on grids 
that are not where a company consumes power (e.g., through virtual PPAs (VPPAs), 
see Box 3.2-1) or with procured renewable energy that does not match the time profile 
of a company’s power consumption.14

Box 3.2-1 

Market-based instruments for renewable power 
procurement

Corporate procurement of renewable electricity using market-based 
instruments is widespread, but the different types of instruments can 
lead to confusion. Power purchase agreements (PPAs) are the primary 
type of contract used in corporate procurement of renewable energy. 
PPAs can be either “physical” or “virtual” (also known as VPPAs).15 Under 
physical PPAs, the buyer is located on the same grid as the supplier 
and takes ownership of the actual generated energy, “bundled” with 
its renewable attributes in the form of energy attribute certificates 
(EACs, see below). In a small number of cases, the buyer and seller 
are physically co-located, and the generated energy can be directly 
delivered behind the meter; this is known as a “direct PPA.” However, 
in most cases the buyer is not physically co-located with the seller’s 
power plant (despite being on the same grid). In these cases, the PPA 
is “sleeved,” with the generated energy supplied to the relevant utility, 
which then provides the equivalent amount of energy to the PPA buyer’s 
facilities. This may be supplied at different times of day from when the 
energy is physically generated, meaning that the utility must provide 
balancing services (for a “sleeving fee”).16,17

Because direct and physical PPAs require a buyer to find a renewable 
generator on the same grid, the possible supply is limited. To address 
this, many companies use VPPAs, which are purely financial transactions. 
Under a VPPA, the buyer guarantees a long-term fixed price for 
renewable energy generated by a power plant, and the seller sells the 
energy into its local grid (essentially a contract-for-differences). In return, 
the buyer takes title to the EACs. VPPAs allow buyers to secure EACs 
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from renewable energy generation on grids that are far away from their 
physical location, greatly increasing the available supply of PPAs.18 Direct 
and physical PPAs are usually regulated under different legal frameworks 
than VPPAs.19 While VPPAs have dominated corporate renewable energy 
purchasing in the United States,20 physical PPAs are more prevalent in 
Europe.21

Electricity EACs that are “bundled” with PPAs and VPPAs are 
denominated in MWh of generation. Specific examples of electricity 
EACs include renewable energy certificates (RECs)22 in North America, 
Guarantees of Origin (GOs)23 in Europe and Green Electricity Certificates 
(GECs) in Japan24 and China.25 Guidelines for EAC quality published by 
RE100 are used by many corporate procurers of renewable energy.25 
Many electricity EACs can also be procured “unbundled,” which is 
essentially a direct purchase of the certificates themselves (from a 
renewable power generator or an intermediary broker) without any 
consideration of the underlying electricity. Typically, this is the lowest-
cost way to obtain EACs, but it has the least direct and demonstrable 
linkage to accelerating deployment of renewable energy generation.

PPA buyers “retire” EACs to reduce their Scope 2 market-based 
emissions. This is done on a MWh-for-MWh basis, meaning that, in 
calculating emissions, each MWh of retired EACs replaces a MWh of 
electricity purchased from a grid, with the EAC typically carrying a zero 
(or sometimes near-zero) greenhouse gas emissions value. By procuring 
and retiring enough MWh of EACs to match or exceed the actual total 
procured MWh of electricity, companies can reduce their Scope 2 
market-based emissions to zero.

While the use of PPAs has provided large amounts of capital to the 
renewable energy industry and has supported its rapid growth in many 
markets, it has also attracted criticism for enabling corporate emitters to 
“deem” emissions to be lower under the Scope 2 market-based method 
(by retiring the bundled EACs).26,27 The use of unbundled EACs has 
attracted even more criticism.28   
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D. Mitigation Strategies for Scope 2 Location-
Based Emissions

A variety of strategies can be used to reduce Scope 2 location-based emissions for 
data centers. In general, the strategies that will have the largest impact depend on the 
nature of the electric grid where the data center is located.

I.	 Energy efficiency. Ensuring maximum energy efficiency at both 
existing and new data centers by adopting the use of advanced cooling 
methods, increasing algorithmic efficiency, and implementing related 
techniques is highly impactful for reducing emissions on high-emissions 
grids. It also has numerous additional benefits even on relatively low-
emissions grids (see Chapter 2 of this Roadmap). Energy efficiency 
reduces the total amount of high-emissions power generation required 
to serve a data center and minimizes additional impacts like land and 
water use for power production.  

II.	 Siting. Physically siting new data centers in regions with low-emissions 
grids can have a large impact on ensuring Scope 2 emissions are low, 
given the large difference in average grid emissions intensity. However, 
this strategy does not apply to existing data centers that are located in 
high-emissions grid regions, and many planned data centers have other 
siting constraints that outweigh emissions considerations. Large new 
data centers may also require more additional power than low-emissions 
grids can supply.  

III.	 Load flexibility. Implementing data center load flexibility by using on-site 
clean generation and storage and actively managing the timing of power 
consumption from the grid is highly impactful for reducing emissions 
on grids with large daily variation in their emissions intensity, such as 
those experiencing the “duck curve.” Load flexibility can help ensure 
that data centers reduce their electricity demand during periods of peak 
grid demand, reducing the need to run the highest-emitting generators 
(typically gas-fired peaker plants). It can also be used to charge on-
site storage during periods of high renewable generation, potentially 
avoiding the need to curtail solar and wind.29,30 However, for grids that 
do not experience significant emissions variation throughout the day, 
load flexibility does not have a significant short-term impact on reducing 
emissions. In the longer term, load flexibility can reduce the amount of 
new generation capacity that a utility will build since utilities typically 
build new capacity to meet the projected future peak load. Particularly in 
cases when new gas-fired power plants are being planned for capacity 
addition, reducing the forecasted peak load can limit the construction of 
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these plants and minimize potential “lock-in” of future emissions. (See 
Chapter 4 of this Roadmap.) 

In addition to these strategies for individual data centers, utilities and grid 
operators can add low-carbon power generation to existing grids to serve 
new data center load. Adding power generation to existing grids (“expanding 
capacity”) is primarily under the control of utilities and grid operators, who 
respond to forecasted power demand from a wide range of power users. 
However, in a growing number of high-profile cases, the projected additional 
power demand from a data center is so large that the data center operator 
(typically a hyperscaler) has become directly involved with the utility planning 
process and tariff design.31,32

Data center operators can also seek to secure dedicated (BTM) on-site/co-
located power to supplement or entirely replace grid-supplied power, often 
for the purpose of moving more quickly than utility planning processes allow. 
This can be challenging for several reasons, including limited physical space 
available for on-site generation, backlogged supply chains for key equipment, 
and operational reliability challenges (see below). 

Several factors influence which types of generation technology are optimal for 
a given grid region and data center, including the following. These factors guide 
which types of generation technologies utilities plan to add to serve new load 
from data centers and other end users and also influence potential selection of 
on-site/BTM generation options.

i.	 Dispatchability. Generators that can be fully controlled, or 
“dispatched,” are relatively simple to integrate into an existing 
grid. Grid operators can directly ramp this generation up and 
down to match changes in power demand and to balance variable 
power supply from other generators. They can also incorporate 
this predictable generation into near-term power markets (e.g., 
day-ahead) to ensure adequate supply in advance. Dispatchable 
generation technologies include gas, coal, hydroelectric, geothermal 
and nuclear. 
 
Notably, while all of these generators can be dispatched, some 
can only adjust their generation output (“ramp”) relatively slowly 
(particularly nuclear and coal), while others can ramp more quickly, 
such as hydroelectric and gas. Open-cycle gas turbines (OCGTs) 
are typically the fastest-ramping generators and are dispatched by 
grid operators to respond to rapid changes in load or generation. 
A related but separate issue is the “cold start” time for different 
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generators, which is the time it takes to turn back on from a full 
shutdown. This can be many hours or longer in the case of coal and 
nuclear.33 
 
Solar and wind (“intermittent” renewables) are non-dispatchable 
generation technologies because grid operators cannot always turn 
them on at a specified time. However, their generation is predictable, 
meaning that grid operators can use weather models to reliably 
forecast how much power these technologies will generate over 
the next several hours to days.34 Increasingly, AI-based weather 
forecasting is improving these predictions and extending them farther 
into the future.35 Using these forecasting methods, in combination 
with load forecasting methods, allows grid operators to predict how 
much additional generation will be needed in future hours and to 
plan accordingly. A growing number of grids are installing large-
scale energy storage (typically batteries) to shift when the energy 
generated by intermittent renewables is delivered to load. This 
improves reliability and allows the grid to better match time profiles 
of energy usage.36 Batteries can also be integrated with solar and 
wind generation facilities, “firming” the combined facility and making 
it dispatchable, within some constraints.37,38 Unfortunately, some grid 
operators are facing challenges in approving variable renewables 
for interconnection because of the need to implement accelerated 
processes to study the impact of intermittent generation.39,40 

ii.	 Technology readiness. While some generation technologies are fully 
mature and well-proven commercially, others are in the early stages 
of development and lack established performance records at scale. In 
general, only mature technologies can be integrated into commercial 
power grids at scale, while emerging ones require phased scale-
up and testing (with some exceptions).41 Notably, data center 
hyperscalers have been willing to employ early PPAs to support 
development of some emerging power generation technologies 
for connection to the grid to the grid.42,43 In addition to providing 
small amounts of additional low-emissions power, this practice can 
have important benefits for accelerating these technologies into the 
market. (See Chapter 4 of this Roadmap.) 

iii.	 Location flexibility. All power generation technologies have 
constraints on where they can be built and operated. Some of these 
constraints are driven by regulatory or commercial factors, while 
others depend on technology and infrastructure. Solar and wind 
rely on natural resources that are unevenly distributed globally, 
hydroelectric relies on water resources and appropriate terrain, and 



138 Chapter 3.2 | Power Supply GHG Emissions (Scope 2)

ICEF Sustainable Data Centers Roadmap

geothermal depends on appropriate subsurface characteristics. 
Natural gas relies on gas pipeline infrastructure (including availability 
of additional transmission capacity), and adding carbon capture 
and storage (CCS) to natural gas requires appropriate geological 
storage and/or CO₂ transport. Coal relies on coal availability and 
transport infrastructure, and nuclear relies on fuel supply chains 
and waste disposal. The physical footprint of each technology also 
influences location flexibility, particularly in the context of on-site/
co-location strategies for which space may be limited. In general, 
gas, coal and nuclear have small footprints that are more compatible 
with constrained existing data center locations, while solar and wind 
require large land areas that may not be available at these sites. 

iv.	 Costs. Cost is central to decisions about which type of power to 
procure for data centers. Many data center developers prioritize 
least-cost power options, but this is by no means universal. Some 
hyperscalers have shown a significant willingness to pay for low-
carbon power, even if cheaper high–carbon emitting options are 
available (including willingness to support emerging and developing 
technologies as noted above). Cost is influenced by many factors, 
including the scale and maturity of relevant supply chains, labor 
expertise and availability, commodity prices and financing.44
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V.	 Low-carbon on-site power generation strategies. On-site, BTM 
power generation can in theory provide some or all of the electricity 
requirements for data centers during normal (non-emergency) 
operations. This approach has been rare, due to a combination of high-
power requirements, high costs and limited onsite space, but some 
data center developers are now seriously exploring this option at 
some sites.45,46 On-site generation can reduce or potentially eliminate 
the need for grid-supplied power, although completely “off grid” data 
centers must fully manage power supply reliability without help from the 
primary electric grid, a major technical challenge. A key consideration 
for selecting on-site power generation technologies is the need for a 
generator (usually in combination with some form of energy storage) 
to provide continuous power over long durations (i.e., a high-capacity 
factor) to match high data center uptime rates. 
 
In some locations, variable renewable energy (solar and wind) backed 
by storage systems (e.g., lithium-ion batteries) can provide this power, 
resulting in very low life-cycle greenhouse gas emissions.47 Dispatchable 
renewable generation, particularly geothermal and hydroelectric (both 
of which require no or minimal additional energy storage) can also 
provide decarbonized power if sufficient resources are available at 
or near the data center site.48 Enhanced geothermal systems (EGS) 
may be particularly suited for decarbonized data center power due to 
their greatly expanded geographic reach and their dispatchability,49 
recent examples include Google’s agreement with Fervo50 and Meta’s 
agreements with Sage Geosystems51 and XGS Energy.52 
 
Gas-fired generation with CCS can provide low-carbon power at data 
center sites, with a relatively small physical footprint and high-capacity 
factor. The location constraints of this technology are driven primarily by 
access to CO₂ transport and storage rather than hydrological resources, 
subsurface heat or weather patterns.53 Prominent examples of gas-fired 
generation with CCS include the announced54 Crusoe/Tallgrass data 
center and the announced Frontier/Baker Hughes Sweetwater project,55 
both in Wyoming, United States. 
 
Solid oxide fuel cells (SOFCs) are emerging as a source of on-site power 
generation.56 These systems will mostly run on natural gas initially but 
are intended to switch to low-emissions hydrogen at a future date. 
SOFCs can be highly energy efficient in converting natural gas to 
electricity. They are particularly energy efficient when they are paired 
with district heat or other uses for their high-temperature waste heat, 
further reducing the intensity of greenhouse gas emissions compared 
to gas-fired generation.57 However, the commercially deployed scale 



140 Chapter 3.2 | Power Supply GHG Emissions (Scope 2)

ICEF Sustainable Data Centers Roadmap

of SOFCs remains far lower than power generation systems based on 
gas-fired turbines, suggesting that scaling to multi-hundred-megawatt 
deployments may be a challenge.58 SOFCs can be integrated with CCS 
to reduce emissions, although this approach has not been deployed 
commercially at scale. 
 
Conventional nuclear power—both full-scale reactors and small modular 
reactors (SMRs)—is a potential source of decarbonized power for 
data centers with a compact footprint.59 It has no inherent locational 
constraints, but it has substantial cooling requirements and relies on a 
nuclear fuel cycle supply chain that is highly limited in many relevant 
jurisdictions.60 Recent high-profile examples, all of which are in the 
United States, include the planned restart of the 835-MW Unit 1 at 
the Three Mile Island nuclear power plant (scheduled for 2027)61; the 
planned construction of several SMRs, ranging from 50 MW to 320 MW 
in several locations (scheduled for 203062 and later63); and the planned 
construction of up to four GW-scale new AP1000 nuclear reactors 
(scheduled for 203264). 
 
There has also been significant interest in emerging nuclear fusion 
power technology for data centers, although this technology remains 
relatively early-stage and lacks an established supply chain for fuel and 
components.65 A recent high-profile example is the planned construction 
of a 400-MW fusion power plant in the United States (scheduled for the 
early 2030s).66 
 
Regardless of generation technology, BTM power requires careful 
integration with on-site backup power systems and energy storage, 
as well as potential coordination with grid supplied power, if the site 
maintains a grid tie. This places substantial reliability and coordination 
requirements on the BTM power generation.
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E. Mitigation Strategies for Scope 2 Market-
Based Emissions

All strategies for reducing Scope 2 location-based emissions are also relevant for 
reducing market-based emissions because the calculation of market-based emissions 
begins with the location-based total. Data center operators can further reduce market-
based emissions by purchasing and retiring electricity EACs (see Box 3.2-1). The 
highest impact for this approach is by procuring renewable energy through PPAs 
bundled with EACs. As noted, the major hyperscalers have used this approach for well 
over a decade,67 providing a revenue stream that supports many renewable energy 
projects around the world. The largest market remains North America,12 but renewable 
PPAs are growing in Europe68 and Asia.69 This strategy will continue to be highly 
relevant, with hyperscalers expanding their renewable energy procurement in 2025.70 

However, the growing use of electricity EACs to reduce market-based emissions has 
been controversial, with criticisms falling into two major categories. The first is based 
on the observation that the renewable energy represented by an EAC may not match 
the time profile of the electricity consumed by the buyer, potentially exacerbating grid 
balancing challenges. Similarly, if EACs come from renewable generation that is not 
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on the same grid as the buyer (or is from a portion of the grid that is transmission-
constrained), it may be unreasonable to claim this electricity is “consumed” by the 
buyer’s facilities. These concerns have led to proposals such as the “three pillars” of 
time-matching, additionality71 and location/regional constraints and “24/7 Carbon Free 
Energy.”72 In general, these principles would decrease the ability of buyers to use 
VPPAs and time-agnostic EACs in reducing Scope 2 market-based emissions.

The second broad category of criticism for using electricity EACs to reduce market-
based emissions is based on the observation that renewable energy generation has 
dramatically different impacts on the marginal greenhouse gas emissions of grids in 
different locations. For grids with fossil fuel (such as open-cycle gas turbines) on the 
margin, additional renewable generation avoids a large amount of greenhouse gas 
emissions. However, for grids with renewables, such as hydroelectric, curtailed solar 
or wind, or even battery storage on the margin, additional renewable generation 
does not avoid any greenhouse gas emissions. This has led to proposals focused on 
marginal emissions, which would decrease the ability of buyers to use EACs from low-
marginal-emissions grids to reduce Scope 2 market-based emissions.73,74

As the Greenhouse Gas Protocol Scope 2 guidance undergoes revision during 2025, 
the final direction of the Scope 2 market-based emissions method remains unclear. 
However, the revision will likely have a significant impact on the strategies used by 
data center operators for renewable energy procurement to reduce market-based 
emissions. 
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F. Recommendations

•	 Data center operators should maximize energy efficiency, including 
using advanced cooling and other highly efficient equipment and 
implementing algorithmic efficiency whenever possible. 

•	 Data center operators should consider implementing load flexibility 
and on-site storage, particularly for grids with highly variable emissions 
intensity. 

•	 Data center operators should include grid carbon intensity as a key 
siting consideration and seek to site data centers in the lowest-emitting 
grid regions as much as possible. 

•	 Data center operators and utilities should work together to identify 
the optimal mix of new low-carbon power generation technologies 
to add to the grid to meet rising data center load. This should include 
consideration of data center load flexibility when determining the 
amount of new generation required. 

•	 Data center operators considering on-site/BTM power generation 
solutions should seek to minimize emissions when selecting 
generation technologies. 

•	 Data center operators should continue to support emerging/developing 
low-carbon power generation technology. 

•	 In addition to the above strategies, data center operators should 
continue to procure renewable energy through PPAs. They should also 
anticipate potential changes to the Greenhouse Gas Protocol Scope 2 
guidance and plan accordingly when determining the necessary amount 
and type of procurement.  

•	 Grid operators should work closely with data centers to understand the 
appropriate amount of new capacity to add to meet rising load and 
should seek to maximize low-carbon generation technologies for new 
capacity additions as much as possible. 

•	 Grid operators should continue to reform and accelerate the 
interconnection process for intermittent renewable generation in 
order to provide new low-carbon capacity to meet data center and other 
demand.
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T he embodied emissions of data centers can be significant, chiefly due to 
upstream emissions from manufacturing steel, cement, concrete and 
computer hardware. (These are often referred to as Scope 3 emissions.1) 

In cases where a data center consumes only very low-carbon power (e.g., from 
renewables or nuclear), embodied emissions can exceed 40% of a data center’s total 
greenhouse gas emissions and may dominate the lifetime greenhouse gas emissions 
footprint.2,3 For example, despite significant investments in renewable power and 
carbon dioxide (CO2) removal since 2021,4 Microsoft’s corporate net greenhouse 
gas footprint increased in 2023 and 2024. This increase was due chiefly to Scope 
3 (embodied) emissions from data center production and building, not Scope 2 
emissions from power supplies.5 

The growing size and complexity of data centers adds to the total carbon footprint of 
new sites. Individual sites can be many hectares and even more than 1 square mile (2.6 
km2) in some recent examples. In addition, chip production can contribute significant 
greenhouse gases to a facility’s footprint due to fossil electricity and use of fluorinated 
gases (F-gases), such as sulfur hexafluoride (SF6) and carbon tetrafluoride (CF4), which 
are very potent greenhouse gases.

Unfortunately, there are few options to purchase low-carbon goods today. Supplies of 
low-carbon cement, concrete, steel and chips cost significantly more than conventional 
supplies. More importantly, total volumes of these goods are very small, making 
purchasing difficult. Production sites are often geographically distant from data center 
construction, adding cost and carbon to direct use.
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Decision makers must better understand the scale of the embodied emissions from 
data centers and the challenges to abatement. They should have as much familiarity 
with embodied and Scope 3 contributions as with power usage effectiveness (PUE). 
Practices such as extending server life cycles can reduce total embodied carbon and 
should be considered by operators. Opportunities for innovation in technology, policy 
and commercial models exist but will require sustained investment and commitment to 
achieve important climate and economic outcomes.

A. Primary Sources of Embodied Emissions 
(Scope 3) 

The main infrastructure of a data center includes the core and shell,6 pipes, wiring, 
cooling systems, IT hardware and ancillary systems, such as back-up power, batteries 
and low-voltage switchgear. (See Chapter 1 of this Roadmap.) All these contribute to 
Scope 3 emissions.

•	 The core is the space that houses pipes, wiring, cooling systems and related 
equipment. The core comprises load bearing walls, elevator shafts, pilings and 
interior foundations, including columns, beams, slabs and walls. 

•	 The shell includes the exterior elements of the facility, including structural 
foundation, roofing, exterior walls, waterproofing and parking. 

•	 Information technology (IT) hardware includes servers, power supplies, networking 
equipment and data storage/memory equipment.

Cement and concrete, 
steel, chips and other IT 
equipment release the 
largest greenhouse gas 
emissions associated 
with data center 
construction. Concrete 
and steel constitute 
the largest Scope 3 
component of the core 
and shell, with different 
amounts and kinds 
of concrete and steel 
selected to match the 
facility design needs.7
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Figure 3.3-1 and Table 3.3-1. Source: Schneider Electric (2023)², Schneider et al. (2025)⁸
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Figure 3.3-1. Embodied emissions of a modern data center (year-1 build)
Selected categories only (per MW basis)

Table 3.3-1. Embodied CO2e by Category (Per MW and Scaled to Annual New Capacity)
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Box 3.3-1

A 200 MW reference data center

To anchor the analysis of this chapter, we considered a 200 MW data 
center and the materials required to make it. The physical footprints of 
200 MW data centers vary between roughly 60,000 m2 (~650,000 ft2) 
and 120,000 m2 (~1.3 million ft2), depending on energy density, geography, 
design, computational function and other factors.9,10

•	 We assume 93,000 m2 (1 million ft2) for a 200 MW data center. 

•	 Some components of a data center are replaced or upgraded 
during its life, especially racks and computer hardware, while 
other components, such as core and shell, do not change. We 
use a 15 year life-cycle estimate, a typical number for a data 
center’s life,2 which will include some IT hardware replacement. 

•	 A 200 MW data center can require a wide range of concrete 
volumes as a function of building code, seismic requirements 
and design. Estimates range between 55,000 and 500,000 m3. 
We assume 300,000 m3 of concrete for a facility of this size. 

•	 Robust, validated estimates for use of structural steel and rebar 
in data centers are scarce. Assuming 50-75 kg/ft2 of floor (535-
802 kg/m2), total steel would be 50-75 million kg for a 200 MW 
data center. 

•	 The broad category of IT equipment comprises a wide variety of 
components, including servers, networking equipment, storage, 
and racks and enclosures. Some hyperscalers have developed 
detailed models for the embodied emissions of these systems, 
but the models are not comprehensively available. Rough 
estimates suggest that these systems collectively have 
embodied carbon11 of 750-1500 tons of CO2 equivalent (tCO2e)/
MW.

Accurate data on physical materials going into modern data centers are 
scarce. Decision makers in industry and governments should prioritize 
making these data available to the public and ensuring their quality.
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i. Cement and concrete 

Cement production generates 1.6 Gt/year of CO2 emissions, or roughly 6% of global 
annual greenhouse gas flux.12 Approximately 50% is from fuel used to generate high-
temperature heat and 50% is due to by-product emissions from production chemistry.13 
Concrete is a mixture of cement, aggregate (sand and gravel) and water. Although 
cement represents roughly 15% of concrete by weight, it contributes the overwhelming 
majority (roughly 88%) of concrete’s greenhouse gas footprint.14 Typical concrete 
emissions for 1 m3 of concrete are 410 kg/m3 but can range between 290 and 610 kg/
m3 depending on cement content (e.g., substitution of pozzolanic materials), energy 
input mix (coal, gas, biomass, used tires), water footprint, transportation and similar 
factors.15

A data center requires significant volumes of cement and concrete, which contributes 
significantly to its embodied emissions. Depending on setting and design, the 
embodied emissions from concrete for a 200 MW data center would equal 123,000 
tCO2e if built using 300,000 m3 concrete (87,000-183,000 tons).

Estimates for total concrete used in data center construction globally in 2025 vary 
from 1.3 million to 4.5 million m3. This equates to roughly 0.5-1.8 million tCO2, with 
a median estimate of 1.15 million tCO2 each year. For comparison, a single 200 MW 
natural gas plant would emit nearly 0.5 million tCO2 each year, not including potential 
upstream emissions, which could significantly add to the total footprint. Said differently, 
the total annual emissions from concrete added by all new data centers globally could 
equal the annual emissions from 1-3 natural gas power plants.

Figure 3.3-2. Scope 1, 2 and 3 footprints for a representative data center at different years in its operation. Source: 
Schneider Electric (2023).2
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ii. Steel

Steel production worldwide releases 3.6 Gt CO2/year,16 or roughly 8% of annual 
CO2 emissions and 6.5% of greenhouse gas emissions. Each production pathway 
has different emissions profiles and different pathways to abatement.17 On average, 
iron and steel production generates ~1.9 kg of CO2 per kg of steel.16 Given that, the 
embodied emissions of a 200 MW data center could range between 95,000 and 
140,000 tonnes of CO2.
 

•	 Roughly 75% of steel globally is produced through blast-furnace/basic 
oxygen furnace (BF/BOF) facilities. Like with cement, significant portions 
of these emissions are chemical production by-products from these 
operations.  

•	 Electric arc furnaces (EAF) recycle scrap steel but cannot produce 
primary iron or steel. Roughly 20% of global supply comes from EACs. 
Their footprint is significantly lower than for BF/BOF systems, although 
the total embodied emissions will vary significantly based on the source 
of electricity (coal-fired, gas-fired, nuclear or renewable source). 

•	 Roughly 5% comes from direct reduction of iron (DRI) facilities that use 
coal or natural gas for both heat and chemical reduction in tandem 
with an EAF to process the sponge iron made by the DRI. A very small 
volume (<1%) comes from DRI-EAF systems that run on low-carbon 
hydrogen.

Public data on total steel used in data center construction are not available, making 
estimation difficult. One estimate18 asserts that data centers require 150-200 kg/m2 
(30-40 lbs/ft2) but without additional documentation. Even if correct, the estimated 
square meterage of data centers built or projected is poorly known, preventing easy 
estimation. Using a value of 275 tons of steel/MW (from Schneider Electric2; see Table 
3.3-1), a 2.4 carbon intensity for average steel (tonnes CO2/tonne steel), and estimates 
of recent and projected builds, Table 3.3-2 estimates steel use in data center builds 
and associated Scope 3 emissions. This may be an under-estimate since it does not 
include emerging markets. 

Given the anticipated growth of data centers discussed in Chapter 1 of this Roadmap, 
annual Scope 3 emissions from steel alone should grow to more than 10 Mt/year soon, 
most likely before 2030. 

Ultimately, this estimate underscores the need for better data and greater attention on 
embodied emissions. It also suggests that gathering and sharing these data may prove 
complicated for governments, requiring greater transparency by builders and owners 
of data centers. 
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iii. Semiconductors, chips and other information technology 
(IT) hardware

Production of servers, power supplies, networking equipment and data storage/
memory equipment generates greenhouse gas emissions in two ways. First, the 
electricity generated to power manufacturing equipment leads to CO2 emissions, 
depending on the emissions intensity of the generation source. The electricity (Scope 
2) emissions of the global semiconductor industry were approximately 44 million 
tCO2e in 2021.23 (Other industries, such as electronics-component manufacturing, also 
consume electricity to produce IT equipment for data centers.) Second, semiconductor 
fabrication involves use of F-gases, such as SF6 and CF4, which can be vented to the 
atmosphere under some circumstances. While F-gas emissions intensity from the 
semiconductor industry has fallen, total emissions have continued to rise, exceeding 
15 million tCO2e in 2020.24 Only a portion of these electricity-related and F-gas-
related emissions are directly attributable to semiconductors produced for data 
centers because semiconductors are also used in a wide variety of other sectors. 
Comprehensive, recent data on these emissions are not readily available.  

Additional equipment at data centers, such as gas-insulated electrical switchgear, can 
contain F-gases (specifically SF6), which can potentially escape to the atmosphere 
during maintenance, fault events and end-of-life disposal. Estimates of current 

Table 3.3-2. Estimated data center construction and associated Scope 3 emissions in 2024.
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emissions rates from this type of equipment at data centers are not available, although 
the use of gas-insulated switchgear at data centers is growing.25 

B. Technology Options for Low-Carbon Data 
Center Supply Chains and Construction
 
Builders and operators of data centers could significantly reduce their emissions with 
existing technologies. Although it is not possible to achieve zero Scope 3 emissions 
today, advanced technologies could potentially reduce these emissions dramatically. 
Innovative approaches, both in design and within supply chains, have the potential to 
reduce embodied emissions if developed, applied and purchased.

i. Material substitution

If approximately 30% of Scope 3 greenhouse gas emissions come from steel, cement 
and concrete, reducing the total amount of these materials could reduce embodied 
emissions in data centers. This strategy chiefly involves substituting materials that use 
less of the emitting constituents.

When making concrete, it is possible to substitute a portion of clinker with other 
materials that perform the same function (called pozzolinic materials or supplementary 
cementitious materials (SCMs)). Fly ash, steel slag and silica fume are examples of 
man-made SCMs, and volcanic ash, metakaolin and diatomaceous earth are natural 
examples.26 In particular, fly ash, a byproduct of coal combustion, is used to some 
degree in 60% of US Portland Cement and can replace 15-40% of the clinker based on 
type of fly ash and concrete performance requirements.27 In addition, new concrete 
formulations can use advanced cements, such as pozzolins, binding additional CO2 
into the concrete matrix.

Another strategy is to completely substitute one material for another. For example, 
some structural reinforced concrete can be replaced with novel wood products, 
including cross-laminated timber (CLT) or timber-concrete composites (TCC). This can 
represent an effective greenhouse gas reduction of 75% for the portions replaced.28 
This approach can be done at scale: Microsoft is building a new data center using CLT 
as a structural building material, representing an overall greenhouse gas reduction of 
35% for the core and shell.29

Although this strategy can and should be adopted more widely, material substitution 
reductions are real but limited. Obtaining and using these materials can add cost and 
complexity to commercial projects. Moreover, concrete foundations and structural 
steel elements are very difficult and/or very expensive to replace. Additional steps and 
strategies are required to achieve deep Scope 3 reductions.
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ii. Low-C manufacturing of building materials

Because many of the materials used in constructing data centers have high embodied 
carbon intensities, producers must change feedstocks or add technologies and practices 
to achieve significantly lower carbon production. Consequently, supply of low-carbon 
products is globally limited. To achieve economic viability, production facilities will require 
buyers willing to pay a green premium or additional market-aligning policies that support 
low-carbon production. However, producers could significantly reduce Scope 3 emissions 
of products by applying existing or novel technology, changing feedstocks, and innovating 
supply chains and business models as options develop and enter the market.

 

Box 3.3-2 

Environmental attribute certificates (EACs)

It is often impractical, costly or carbon intensive to transport low-carbon goods from 
their point of manufacturing to the point of use. Increasingly, environmental attribute 
certificates (EACs) allow companies, in effect, to sever environmental attributes from 
low-carbon goods, pay for them, and claim them without direct physical transport or use. 
This technique has served buyers and producers of sustainable aviation fuel,30 clean 
electricity31 and low-carbon cement.32

EACs can help speed investment and development of clean goods, materials and 
services.33 They also present risks, where carbon accounting practices are not strictly 
followed, potentially leading to false claims and misrepresentation of greenhouse gas 
enterprise emissions. 

Companies and regulators should acquaint themselves with the use of EACs to speed 
technology entry into markets. They should also use quality criteria to ensure that use 
of EACs avoids double-counting estimated carbon benefits or misrepresenting them in 
corporate claims. Quality criteria are beginning to emerge based on both procurement 
practices and science-based technical assessment (e.g., Carbon Direct and Microsoft 
(2025)33).
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a: CCUS

Carbon capture, use and storage (CCUS) is a set of established technologies to 
directly control carbon emissions. CCUS includes the following: 

•	 Carbon capture, which separates and concentrates CO2 from air or 
industrial facilities, such as power or steel production. This process 
most commonly involves chemical or physical separation with 
solvents.34-36 

•	 CO2 transportation, which brings CO2 from the capture facility to 
the site of use or storage.37,38 This process most commonly involves 
dedicated CO2 pipelines, but it can also involve transport by ship, 
barge, truck or rail.39  

•	 Use of CO2, either through direct use or conversion into other 
products like fuel, chemicals or building materials.40,41 

•	 Geological storage of CO2 in dedicated storage facilities. This 
process most commonly involves storage in deep saline formations 
or depleted oil and gas fields, but it can also involve storage in 
basaltic formations or direct mineralization.42-44

More than 50 CCUS facilities operate today, capturing and storing over 60 million tons 
of CO2 per year.45 However, while many workers have identified CCUS as a promising 
technology to reduce the greenhouse gas footprint of heavy industrial production,46,47 
very few plants operate on these facilities. 

Because of cement’s intrinsic chemistry, CCUS remains one of the few ways to deeply 
decarbonize cement production.13,48 Similarly, CCUS remains an important opportunity 
for decarbonizing steel production that uses blast furnaces,17 both due to blast-furnace 
chemistry and high temperature heat requirements. CCUS can also provide low-
carbon “blue” hydrogen for DRI production, as it does today in Abu Dhabi.42 However, 
the timeline for decarbonized steel appears to be much longer than that for cement.
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Box 3.3-3

Brevik low-carbon cement facility (Norway)

Recently, Heidelberg Materials commissioned the carbon capture, use and storage 
(CCUS) facility at their Brevik plant in Norway, which will capture 400,000 tonnes of 
CO2 each year, ship it to the North Sea and store it over 1 km below the sea floor.49 This 
will reduce the carbon intensity of the cement they produce by 50%.50 

The Brevik facility, with integrated cement production and CCUS. Source: Heidelberg 
Materials51

Although CCUS technologies are well established, deployment today is limited. 
Commercial deployment is capital and energy intensive, adding significant cost. CCUS 
for heavy industrial applications would enter markets with small margins and lack 
of global standards for product carbon intensity. The EU carbon border adjustment 
mechanism (CBAM) covers both steel and cement but does not yet impact production. 

Ultimately, CCUS is promising for emissions reductions. Additional policy measures are 
required to cover the green premium or additional costs.
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b: Biomass

In producing low-carbon building materials, biomass is both prominent and promising. 
Industrial-grade biomass comprises forestry residues, agricultural wastes, municipal 
wastes and biomethane, which could provide a low-carbon, high energy-density fuel 
for many industrial applications, including steel and concrete production.13,52,53 In the 
case of primary iron production, biocoke can also provide the chemical energy and 
physical properties necessary for blast-furnace operation,54,55 as demonstrated in 
commercial operations in both Brazil56 and Japan.57 When combined with CCUS, use 
of biomass creates the potential for both profound emissions reductions and CO2 
removal in production—carbon-negative manufacturing.17,58

Several factors and conditions must be met for biomass use to significantly reduce the 
carbon intensity of manufactured goods:

•	 Sustainability: First and foremost, biomass must be sustainably 
sourced.33,59 If biomass is not harvested and sourced sustainably, it could 
lead to increased deforestation, loss of soil carbon, and other direct and 
indirect greenhouse gas emissions.60 Multiple international standards 
exist, but nations and operators have not yet agreed to adopt one 
standard or set.  

•	 Energy density: Different forms of biomass have different energy 
content and energy density. Industrial operations commonly require high 
energy density fuels for heat, and biocoke in particular requires both 
high energy density and specific physical properties (e.g., high yield 
strength).  

•	 Continuous supply: Commercial manufacturing operations require 
biomass delivery that is consistent in volume, energy content, moisture 
and schedule. Many biomass conversion facilities face challenges in 
maintaining consistent and regular biomass supply.

To avoid poor or counterproductive purchases, data center buyers and builders must 
acquaint themselves with the potential risks of biomass-based reduction strategies, 
chiefly from compromised feedstock supplies. 
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c: Clean direct electrification

Electrification of heavy manufacturing is challenging. This is particularly true for 
processes that involve chemical reduction or dissociation or require F-gas use.48 In 
some cases, key geographies (e.g., Taiwan, Korea, Japan) lack low-carbon electricity 
supplies, limiting what emissions reduction is possible simply due to the high carbon 
intensity of the grid. Finally, cases where high-quality heat is essential13,61 often cannot 
be electrified at all, meaning significant greenhouse gas reductions through direct 
electrification (i.e., >10%) are extremely difficult.17

However, the situation is improving. Cost reductions, technology development and 
performance improvements have created decarbonization opportunities within specific 
assets and regions. Many companies have emerged since 2020 to produce low-
carbon goods through direct or indirect electrification, with some technologies and 
companies reaching pilot or early demonstration stages. 

EAFs are a mature technology to process scrap metal or sponge iron into usable steel 
or steel feedstock. Use of EAFs represents 30% of global steel production today.62 
While EAFs are incapable of new iron and steel production, they are essential for 
recycling steel and DRI production.17,63 The industry has increased the fraction of steel 
produced with EAFs, with this trend expected to continue.64 To reduce their Scope 
1 and 2 emissions, some operators of scrap-EAFs have transitioned their electricity 
supply to renewable power,65-67 which in turn reduces the Scope 3 emissions of their 
buyers, including data center builders. 

For primary iron production, molten oxide electrolysis (MOE) and electrowinning are 
novel electrochemical technology approaches that convert iron ore into iron using 
electricity directly. MOE immerses iron ore in a molten oxide bath, electrically heated 
to ~1600 °C, at which point electric currents break down the ore into molten iron. In 
electrowinning, iron ore is suspended in a low-temperature alkaline solution (~110 
°C), where a current reduces the iron ore to iron in a process similar to electroplating. 
Unlike the DRI process described below, MOE and electrowinning eliminate the need 
for an EAF to process sponge iron. Today, the technical readiness is low (TRL 5) with 
only small pilot plants in operation or design.68

Compared to the steel industry, direct electrification in the cement industry is not 
close to commercial deployment. There are no commercial-scale pilots in operation 
or construction. Conventional rotary kilns cannot be electrified, and few are near 
retirement today in China, India or the United States.69 Advanced technologies—TRL 
5 or lower today—are promising but still at the pilot scale. Promising technologies 
include electric calciners like LEILAC70 and electrifying the kiln burning zone with 
resistive heating, mechanical heating, plasmas, or a combination of approaches.71 
Even then, these technologies would still require that by-product CO2 be managed 
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with CCUS for deep abatement—roughly 50% of the total footprint. Unlike with 
MOE or electrowinning with steel, there is no cement production pathway without 
byproduct CO2.

LIMITS: While technical readiness is a principal challenge to direct electrification, 
supply of low-carbon electricity presents major challenges in most geographies:  

•	 Overall, the lack of capacity in nuclear, wind or solar presents a 
challenge—indeed, data centers themselves are challenged finding such 
power to operate with minimal Scope 2 emissions. (See Chapter 3.2 of 
this Roadmap.)   

•	 To make efficient use of the capital invested, high-capacity factors 
for facilities must be patched to high-capacity production of green 
electricity. This greatly limits geographies of operation. 

•	 For plants seeking to develop renewable power, land access for wind 
and solar is increasingly challenging. This is particularly true in densely 
populated areas where industrial production is concentrated. 

•	 All together, these three elements can add significant cost. Since 
these are commodity industries with small margins, small increases 
in manufacturing cost can end investment without advanced market 
commitments, pre-purchase or other kinds of guaranteed offtake. 

•	 Finally, addition of large loads onto the grid to operate electrified 
industrial production could lead to addition of fossil generation, 
either new generation or increased capacity factors of existing plants. 
These could affect the system-wide footprint of electricity and prove 
counterproductive to climate goals. 

Wide deployment of these technologies will have to overcome these challenges in 
many contexts, markets and geographies. 

d: Clean indirect electrification - green hydrogen

Electrolytic hydrogen production using low-carbon electricity, also called green 
hydrogen production, provides both thermal energy and chemical reduction for 
manufacturing low-carbon materials in data centers.17,72,73 The most prominent pathway 
involves DRI, using hydrogen instead of natural gas, in tandem with an EAF to convert 
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the sponge iron to pig iron.74 Interest in this pathway has grown significantly, with new 
projects announced and under development.75 Several small commercial facilities are 
being built or are in operation today, including SSAB’s (Svenskt Stål AB’s) Hybrit facility. 

Sweden has pioneered production of “green steel” using green hydrogen and direct 
reduction of iron (DRI). In particular, two Swedish companies have built and are 
building green steel facilities. 

SSAB built and operates the Hybrit facility,76 which it describes as “fossil free 
steel.” Begun in 2016 in partnership with Vattenfall, Hybrit received research and 
development (R&D) support from the Swedish government from 2018 to 2024.77 The 
plant began construction in 2018 and produced the first sponge iron in 2020. In 2025 
the pilot plant became fully operational. As of 2024, the facility has produced 5000 
tons of steel, with expectations to expand to 1.2 million tonnes per year before 2030.

Volvo, Mercedes-Benz, Ruukii Construction and several other companies have 
purchased offtake from Hybrit, but to date, no data center builders or operators have 
purchased this steel.

The Hybrit demonstration plant. Source: High North News.78
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Stegra is deploying the same technology as SSAB at their Bowen Plant.79 This facility 
will be Europe’s first greenfield steel plant in 50 years and is set to commission in 
2030. It uses 700 MW of renewable power (mostly hydropower) to make enough 
hydrogen for 5 million tonnes of steel per year. 

LIMITS: The limits of direct electrification (above) with electricity supply also apply 
to indirect electrification and green hydrogen production—cost, duty cycle, grid 
impacts, etc. Moreover, electrolytic hydrogen faces challenges in the capital costs of 
electrolyzers and balance of plan. In addition, DRI-EAF production requires a special 
iron ore (magnetite) that is higher cost and has limited supply.

iii. Low-C manufacturing of IT equipment

The production of IT and related equipment for data centers involves many distinct 
manufacturing steps for hundreds to thousands of individual components and 
associated assembly, testing, packaging and shipment. Unlike structural materials, 
such as concrete and steel, IT equipment and the related systems that support 
them are highly heterogeneous. Thus, the methods to reduce emissions from their 
production vary widely. However, some general guidelines for emissions reductions 
include the following: 

•	 Maximize the use of low-carbon electricity at all stages of production, 
including initial materials extraction and processing, electronic and 
electrical component production, semiconductor fabrication, final 
assembly and testing. 

•	 Maximize the use of recycled materials (e.g., copper, steel, printed circuit 
board resins).80 

•	 Extend the lifespan of IT equipment, including servers and networking 
equipment.81,82 Notably, while refresh intervals for most IT equipment 
are generally lengthening, graphics processing unit (GPU) lifetime may 
be an exception to this, driven by factors such as rapid technology 
development.83 

•	 Follow low-embodied-emissions procurement standards for electronics 
developed by industry consortia, such as the Global Electronics 
Council.84 

•	 For semiconductor fabrication, ensure that F-gas emissions are 
minimized through exhaust gas destruction and related methods.85 

•	 For gas-insulated switchgear, explore use of alternatives to SF6 for 
electrical insulation.86
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While some IT equipment providers have released estimates of the embodied 
emissions of specific hardware components,8,87 comprehensive studies on optimizing 
overall embodied emissions reductions across data center IT and related equipment 
are lacking. Thus, there is a clear need for these assessments in a transparent and 
accessible form.88,89

Box 3-3.4

CO2 removal and superpollutant reductions.

Even with significant action and investment, all pathways find that a significant fraction 
of emissions cannot be reduced by existing technology. This is particularly true for the 
embodied emissions of data centers, which lack cost-effective solutions and clean 
manufacturing capacity today and in the near term (before 2035). 

Acknowledging these facts, many technology firms and data center builders 
have made significant commitments to purchasing valid, durable CO2 removals to 
complement their commitments to rapid and profound greenhouse gas reductions, 
including their Scope 3 burden. Microsoft,90,91 Google,92 Meta,93 Apple94 and 
Amazon95,96 have made significant corporate commitments and have large programs 
in CO2 removal. These include the LEAF (Lowering Emissions by Accelerating Forest 
finance) program97 and significant CO2 removal purchases, such as nature-based,98 
engineered,99 hybrid100 and novel approaches.101 All these companies acknowledge 
that emissions reductions—including Scope 3 emissions—are their priority but that 
they must be complemented by high quality CO2 removal to manage irreducible 
emissions.102

Reducing short-lived, very strong greenhouse gases (sometimes called 
“superpollutants”) is another complementary approach to direct reductions. This 
approach includes investments in the destruction of potent non-CO2 greenhouse 
gases like methane, nitrous oxides and F-gases outside of their direct value chain.103 
Recently, Google announced new commitments in superpollutant destruction,103,104 
again to complement their existing reduction targets and to strengthen their overall 
corporate commitments to achieving net-zero.

 

C. Innovation Agenda 

The high cost and difficulty of reducing Scope 3 emissions demands investing in 
innovation that leads to solutions in global markets. Many governments, including 
Japan, the United States, the United Kingdom and European Union nations, have 
substantial research, development and demonstration (RD&D) programs focused 
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on reducing embodied emissions through novel manufacturing processes, carbon 
management, electrification and dematerialization. In addition, many technology 
company buyers and manufacturers have ambitious sustainability targets and have 
made significant and sustained investment in RD&D to reduce Scope 3 greenhouse 
gas emissions in their value chains.104 

Ultimately, rapid and profound reductions in embodied emissions requires more effort 
and investment. Specifically, the range of pathways to lowering embodied emissions 
and the focus on data center-related products and practices must increase. In some 
cases, promising pathways must receive additional support and scale to manifest 
solutions that can scale commercially. Examples include the following:

•	 Targeted research 

•	 Minimizing F-gas leakage and use in IT hardware manufacturing. 

•	 Developing novel pozzolinic materials that can reduce total clinker 
use in concrete. 

•	 Improving capital costs for green hydrogen, MOE and electrowinning 
pathways, with a focus on reducing balance of system cost. 

•	 Integrating carbon capture systems into cement and BF-BOF iron 
production. 

•	 Increasing energy density and mechanical strength in biocoke. 

•	 Cross-cutting research 

•	 Identifying and removing adoption barriers for dematerialization 
strategies. 

•	 Identifying new options to generate low-carbon electricity in critical 
markets for producing IT hardware (e.g., Taiwan). 

•	 Generating novel design options for data centers that are inherently 
low embodied emissions. 

•	 Ranking opportunities based on speed of implementation, levelized 
cost and readiness (technical, infrastructure, workforce).

Given the rapid changes in data center markets, both technology evolution and 
emergence of needs, governments should not develop programs in isolation. Rather, 
they should tune existing programs in partnership with industry to maximize impact 
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and avoid waste. Doing so will require a new level of trust and transparency, well 
beyond existing circumstances. The proprietary nature of many industrial innovations 
makes this difficult. Industrial, academic and governmental actors should come 
together to prioritize pre-commercial and shared RD&D agendas that can demonstrate 
progress against the rate and scale of embodied emissions growth.

D. Recommendations

1.	 Governments should assemble and share data related to direct, 
indirect and embodied greenhouse gas emissions from data center 
construction and operation. Data center owners and operators should 
volunteer to share site-specific estimated Scope 3 emissions data 
proactively and invite third-party review. If necessary, governments 
should require disclosure of this information.  

2.	 All stakeholders should gain familiarity with the embodied emissions 
of data centers. They should recognize that abatement options today 
are real but limited and potentially expensive. 

3.	 Before designing and siting data centers, data center owners and 
operators should identify and assess potential options to reduce 
Scope 3 emissions through material reduction and substitution. 
Companies should use existing scientific criteria for high-quality, low-
carbon goods and should consider developing their own criteria.  

4.	 During procurement and construction phases, data center owners and 
operators should assess the availability of low-carbon strategies 
and materials, including IT materials and building materials and use 
those low-carbon strategies and materials wherever possible. They 
should consider EACs to speed emissions reduction and support low-
carbon manufacturing facilities, such as biocoke in blast furnaces, 
carbon-free steel production and cement with CCUS. They should also 
consider adhering to low embodied-carbon procurement standards for 
electronics developed by industry consortia. 

5.	 Governments should support comprehensive, transparent studies 
on optimizing overall embodied emissions reductions across the 
full spectrum of data center IT equipment. These studies should be 
conducted by independent, third-party researchers, with relevant data 
shared voluntarily by data center operators. 
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6.	 During the operational phase, data center operators should minimize IT 
equipment refresh rates and seek to procure low embodied-emissions 
servers, networking equipment, memory and related equipment. 

7.	 Governments should assess the current supplies of low-carbon 
building materials and consider adding production capacity 
through policy measures, including direct grants, government-backed 
procurement, contracts for differences, etc. They should also consider 
regulating production of IT hardware to reduce emissions, in particular 
focusing on F-gas use, leakage and destruction. 

8.	 Governments should support development of advanced technologies 
that limit the greenhouse gas footprint associated with data center 
construction. They should explore and support applied research into 
alternative production approaches to chip-making that use less F-gases 
and manage their leakage better. They should explore alternative 
pathways to manufacturing cement, concrete and steel.
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A. Introduction: The Double-Edged Sword of 
AI’s Energy Consumption

i. Where AI meets the grid 

Over the past decade, the proliferation of digital technologies has quietly reshaped 
global electricity demand. Now, with the exponential growth of artificial intelligence 
(AI), the digital sector—specifically data centers powering AI workloads—is rapidly 
emerging as one of the most transformative forces in global energy systems. As 
deployment accelerates across sectors, from finance and healthcare to manufacturing, 
hyperscale AI models are triggering surging demand for computational power and, by 
extension, electricity. Behind every model training run and wave of new applications 
sits a physical footprint of racks, wires, cooling loops and a rising, highly concentrated 
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draw on the grid. Globally, data center electricity use is now about 1.5% of demand 
and, in the International Energy Agency’s (IEA) Base Case Scenario, doubles to ~3% by 
2030. Much of this load is clustered in areas where the scale of data center electricity 
demand strains local power adequacy and complicates long-term grid planning.1 (See 
Chapter 1(C) of this Roadmap.) According to the IEA’s Energy and AI Observatory, 
notable clusters include Loudoun County in Virginia, Dublin in Ireland, Singapore, 
Tokyo and the Amsterdam–Frankfurt–London corridor (see Figure 4-1).² While many 
of these clusters are urban or metropolitan hubs, large AI campuses are rising in 
more rural or remote regions where the relative strain on smaller grids can be even 
more pronounced. In places like rural Grant County in Washington (home to a cluster 
of hyperscale facilities around Quincy), the public utility has capped data center load 
growth because demand is outpacing local transmission capacity, underscoring how 
concentrated build-outs can strain smaller grids.³

Figure 4-1. International Energy Agency (IEA) analysis of data center locations, powerlines and submarine fiber 
optic network data. The data center hubs shown below represent the capacity-weighted centroid of a cluster of data 
centers within 100 km of each other and total over 500 MW of installed capacity.

What fills this near‑term gap is not pre‑ordained. Some planners lean on familiar 
dispatchable options, such as natural gas or coal-fired power plants, to guarantee 
reliability. Yet recent experience tells a more nuanced story. In the United States, solar 
and utility‑scale batteries led new capacity additions in 2024. This shift signals multiple 
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viable pathways to serve new loads and create workforce and institutional capacity 
to deploy these systems more quickly and at lower cost.2,4 While capacity additions 
in 2023 were dominated by wind and solar, forward-looking integrated resource 
plans (IRPs) in high-growth states now include substantial natural gas capacity. 
This strategy is driven in part by differing views on the ability of firmed renewables, 
including wind and solar paired with batteries, to serve load with similar reliability to 
fully dispatchable generation. Crucially, evidence from real systems shows that a clean, 
flexible portfolio performs well under stress, successfully contributing to meeting 
reliability requirements. In this context, flexible portfolios are combinations of energy 
resources that adapt output or consumption to the grid’s needs. They pair wind and 
solar with battery storage, and demand response as variable renewables grow. For 
example, during the Electric Reliability Council of Texas’ (ERCOT’s) record‑hot summer 
of 2024, mid‑day solar met a large share of load, and evening battery discharge 
bridged the ramp as the sun set. This maintained reliability and avoided conservation 
appeals or load shedding even as new demand records were set. This example serves 
as an operational proof point that firm service can emerge from the combination of 
renewables, storage and market design rather than from one resource alone.5

Globally, the IEA forecasts that renewables (primarily wind, solar and hydro) will be 
used to meet nearly 50% of the additional electricity demand from data centers 
through 2030, while natural gas and coal together will supply over 40%.6 Specifically, 
in the United States, much of the near-term capacity for announced mega-campuses 
will be powered by fossil fuels. For example, Meta’s $10 billion Louisiana campus is 
slated to be served by multiple new gas-fired plants, while the planned Stargate AI 
campus in Abilene, Texas includes a 360 MW on-site natural gas facility.7 In contrast, 
markets like Canada, Japan and Brazil are responding to compute demand with 
renewable-forward infrastructure planning.8

With transparent forecasting and grid modernization investments, jurisdictions can 
meet rising compute loads while bending the supply mix toward low‑carbon and 
flexible portfolios, rather than locking in outcomes by default.9 

ii. The opportunity

On the ground, developers are bringing data centers online wherever firm power is 
available—even as they aim to run on renewables or nuclear later—because clean 
additions and transmission take time, and near-term supply remains largely fossil-
based as a result.6 In the United States, interconnection timelines have stretched from 
under two years in the 2000s to over four years recently, with a median of five years 
for projects completed in 2023, creating a real pace gap between compute build-out 
and a fully clean and reliable grid.10
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This chapter advances a central thesis: the immense and concentrated power 
demand of AI data centers could be a primary driver to accelerate the clean energy 
transition. By proactively aligning AI computational use and infrastructure growth with 
clean energy deployment, stakeholders can unlock scale, financing and innovation in 
four key ways:

1.	 Advanced Market Commitments (AMCs) for Clean-Firm Power: 
AMCs are purchase agreements intended to de-risk an innovative 
technology. AMCs differ from power purchase agreements (PPAs), 
which are long-term commitments to buy power regardless of 
whether the generation source is innovative. This distinction matters 
as compute demand is outpacing clean capacity in many regions 
where availability-based offtake can de-risk and scale a broader 
portfolio. In this context, clean firm power refers to low-carbon 
resources that can generate electricity, independent of weather, 
such as enhanced geothermal, advanced nuclear, carbon capture 
and storage (CCS). Clean firm power also includes green hydrogen 
to complement the large renewable PPAs that hyperscalers (i.e., ≥50 
MW at a site or ≥100 MW portfolio) already sign.11 Even so, near-term 
reliability gaps remain: a planned 1.8 GW AI campus near Cheyenne, 
Wyoming will use dedicated natural gas with proposed carbon 
capture to meet immediate needs—underscoring why AMC-style 
deals that pull forward new clean-firm projects are essential to avoid 
long-term fossil lock-in.12 

2.	 Demand Flexibility as a Grid Asset: Demand flexibility refers to 
the demand side, such as a data center, adjusting its power use in 
response to grid needs while maintaining quality of service (QoS). 
Many data centers today behave as always-on loads (e.g., Google 
and Meta fleet data show diurnal power swings of only approximately 
4% on average).13 Workloads like AI training and other batch analytics 
have hours-to-days completion windows. This enables temporal 
flexibility, shifting non-urgent workloads to another time, such as 
overnight or during demand-response events (see Figure 4-2). It also 
enables spatial flexibility, shifting workloads across regions or sites, 
to follow abundant low-carbon power and avoid local grid stress.14 
For example, Google’s carbon-intelligent platform already shifts 
non-urgent compute to lower-carbon hours and has been used for 
targeted demand response during grid stress.15 
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Spatial flexibility shifts delay-tolerant 
workloads (and data centers) in 
space to regions with abundant 
sources of cheap, clean energy

Generation & storage flexibility 
shifts power consumption to 

another source (e.g., on-site battery 
storage) to reduce peak demand

Temporal flexibility shifts 
delay-tolerant workloads across 

time to reduce peak demand

Di�erent approaches to demand flexibility

3.	 Siting for Sustainability: Siting refers to where new capacity is built; 
this is distinct from real-time workload shifting within the current 
data center footprint. In principle, latency-tolerant workloads (e.g., AI 
training, batch analytics) can be sited in renewable-rich regions, but in 
practice, many mega-campuses go where power is available fastest. 
Thus, near-term supply often tends to be fossil-based. Given multi-
year interconnection timelines and constraints on moving data, near-
term siting should prioritize grids with headroom and curtailment, pair 
builds with storage and use availability-based clean offtake to pull 
forward new clean-firm capacity. 

4.	 AI as the Architect of a Clean Energy Future: Machine learning can 
optimize grid operations, forecast renewable output and accelerate 
materials discovery for next-generation energy technologies. 
Focusing AI applications on opportunities and challenges can reduce 
costs, environmental stresses and speed to market.16 

This transformation of aligning the AI compute build-out with clean, reliable power will 
not occur automatically. It will require knowledge-sharing across firms and utilities by 
publishing anonymized load-shape datasets and sharing procurement playbooks for 
flexible, clean capacity. Yet the window of opportunity is now: as trillions of dollars flow 
into AI infrastructure, strategic intervention can shape the energy future at a global scale.

 

Figure 4-2. Demand flexibility means shifting delay-tolerant workloads in time, shifting power consumption to on-site 
resources like batteries, and shifting workloads or siting across regions to follow abundant, low-cost clean energy. 
(Source: Rocky Mountain Institute (RMI))14
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iii. Global lens

AI data center growth and its energy implications occur in a global context, creating 
new opportunities. However, most capacity remains centered in the United States, 
given that approximately 54% of global hyperscale data center capacity and North 
American build has clustered in Northern Virginia, Phoenix, Dallas–Fort Worth and 
Atlanta.17 Northern Virginia alone has approximately 4-5 GW of current data center 
load, with growth outpacing generation and transmission additions.18 In parallel, near-
term supply for several marquee US campuses is being met with fossil dispatch or 
planned new gas capacity, such as Project Stargate’s on-site ~360 MW gas plant in 
Abilene, Texas.19

Against this backdrop, material projects and policies are advancing outside the United 
States. In Japan, the Ministry of Economy, Trade and Industry (METI) has launched 
public-private partnerships to co-develop AI data centers with integrated offshore 
wind and floating solar infrastructure.20 In Brazil, clean-power strategies for data 
centers are being led by renewable PPAs, signed by companies such as Scala, while 
true hydroelectric co-location exists at Itaipu’s utility-campus data center.21 Malaysia’s 
state of Johor houses the Green Data Center Park, powered by 500 MW of on-
site solar, positioning Southeast Asia as a competitive region for clean information 
technology (IT) growth.22 In Canada, hydro-rich provinces—especially Québec and 
British Columbia—offer low-carbon power for AI-class data centers and have recently 
tightened and streamlined how large new loads connect. Québec’s 2025 energy 
reform created a ministerial authorization regime for large connections, while British 
Columbia enacted a streamlined permitting law, opened consecutive clean-power 
procurements, and kept a pause on new crypto-mining interconnections to reserve 
capacity for strategic industrial customers.23,24

Even in power-constrained regions like sub-Saharan Africa, the possibility of AI data 
center hubs is driving renewed interest in distributed solar and grid modernization. 
However, challenges related to reliability, financing and workforce capacity remain 
significant. For example, Microsoft and G42 announced a $1 billion investment in 
data centers in Kenya designed to run on geothermal: an example of pairing latency-
tolerant AI with a firm, low-carbon supply at the source.25 In Namibia, the European 
Union’s Global Gateway is backing giga-scale renewables for green hydrogen and 
even green iron—an “energy-at-the-resource” model that data center developers 
could emulate.26 These global projects underscore that data center planning and 
investment are starting to influence national energy planning well beyond the 
traditional technology hub geographies.
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B. Mechanism 1: Advanced Market 
Commitments as a Catalyst for Clean-Firm 
Power

i. The power of the purse: how hyperscalers move markets

Large hyperscalers have used PPAs for many years to expand deployment of solar 
and wind by agreeing to buy power for 10-20 years at predictable terms (long-tenor 
offtakes) to enable project financing. These hyperscalers are now the largest corporate 
buyers of renewables.27 PPA prices generally clear near market rates, so pricing is 
relatively well established. Sometimes the PPAs also incorporate a green premium, 
which is the additional cost of a choosing cleaner technology over one that emits 
more greenhouse gases. More recently, hyperscalers have begun using AMCs, usually 
tied to technology maturation or performance demonstrations to signal demand for 
electricity from novel technologies. However, AMCs are more speculative, with limited 
precedent on price points and timelines. Thus, they function as pioneer instruments 
to support technology development, rather than commoditized instruments simply 
intended to secure power. 

A visible example is Google’s multi‑year offtake with Fervo Energy, announced in 
May 2021, which has allowed Fervo Energy to develop a next-generation geothermal 
project. Fervo began delivering carbon-free electricity to NV Energy’s system in late 
2023.28 Further, after Nevada regulators approved a Clean Transition Tariff in May 
2025, Fervo is slated to deliver 115 MW of round-the-clock enhanced geothermal to 
NV Energy’s grid, which NV Energy will sell to Google at a set rate. With deals such as 
this one, 2024 set a global record for corporate clean-energy deals.11,29

In parallel, for advanced geothermal, federal analyses and new resource assessments 
show a large upside if progress continues. The Department of Energy’s (DOE’s) 
Enhanced Geothermal Shot targets $45/MWh by 2035, and the US Geological 
Survey (USGS) estimates the potential of Enhanced Geothermal Systems (EGS) is 
approximately 135 GW in the Great Basin upper crust to 6 km.30 Independent modeling 
finds the national potential is more than 60-100 GW by mid‑century with technology 
advances.31 Even with this potential, significant hurdles remain: costs remain high, long-
term performance is unproven at scale, seismic risks must be managed and permitting 
risk still hinders financing. As a result, AMCs like the Google-Fervo deal demonstrate 
greater bankability.
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ii. Case study: nuclear renaissance

Small modular reactors (SMRs) are fission technologies that follow nuclear‑plant 
licensing. They aim to gain cost and schedule control through standardization 
and factory fabrication. DOE has an active SMR support and solicitation pathway 
to progress near‑term designs. Fusion, by contrast, operates under a different US 
regulatory path. For example, the Nuclear Regulatory Commission (NRC) placed fusion 
under the byproduct‑materials framework rather than power‑reactor rules, potentially 
enabling faster first‑plant timelines.32 Recent corporate offtakes illustrate both lanes. In 
the case of fission, Microsoft-Constellation’s 20-year PPA to restart Three Mile Island 
Unit 1 was announced September 20, 2024. Constellation is targeting a 2028 return 
to service, pending approvals and execution (see Figure 4-3).33-35 In fusion, Microsoft 
and Helion announced their agreement on May 10, 2023, aiming for an initial ~50 
MW of power generation in 2028. Google and Commonwealth Fusion Systems (CFS) 
announced their 200 MW offtake on June 30, 2025. This offtake targets early-2030s 
power from the CFS plant in Virginia.36,37 Of note, these fusion and restart deals are 
forward-dated commitments rather than active deliveries, whereas the Google-Fervo 
project is already online and scaling under the approved tariff.

Figure 4-3. Three Mile Island Nuclear Power Plant. (Source: American Nuclear Society)35

iii. Scaling pathways and spillover effects beyond data 
centers

AMCs can launch first-of-a-kind (FOAK) projects. However, the doubling rate of 
installed capacity is what primarily drives cost declines (via learning‑by‑doing, 
supply‑chain maturation and finance de‑risking). Thus, spillover benefits only 
materialize when deployments repeat and cumulative capacity grows. In modular 
clean technologies, meta‑analyses consistently find experience-curve cost declines. 
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Specifically, as synthesized by Rubin et al. (2015) across 11 electricity-supply 
technologies, these cost declines are typically 10-30% per doubling of installed 
capacity.38

DOE’s Liftoff analysis suggests that moving from FOAK to subsequent builds of the 
same design could reduce overnight capital costs (the up-front cost of construction 
excluding financing) by roughly 30-40%.39,40 This is contingent on delivering FOAK 
projects competently and then achieving approximately 10-20 serial deployments 
with reactor-to-reactor learning rates of roughly 12-15%. (Note that this is a modeled 
potential, as opposed to being evidence from standardized SMR fleets to date.)41 
Likewise, major assessments note that SMR economic competitiveness is still 
unproven at a commercial scale. By contrast, where standardization and serial build 
have been achieved in large reactor programs, costs and schedules have improved, 
offering a directional precedent but not a guarantee for SMRs.42 In this context, 
structuring hyperscaler AMCs as both multi-unit and multi-year offtakes is best 
viewed as an enabling mechanism to increase the odds that cumulative deployment 
doublings occur. For example, pairing AMCs with policy support, finance backstops, 
liability frameworks and workforce pipelines further improves the chances that cost 
trajectories bend downward rather than stall.

There is also a clear policy analogue: the United Kingdom’s Contracts‑for‑Difference 
(CfD), a public AMC, has delivered multi‑GW auction rounds at declining strike prices 
over time, demonstrating how bankable revenue certainty mobilizes private capital 
at scale. The latest round awarded 9.6 GW across 128 projects, illustrating how 
demand‑certainty mechanisms can push technologies down their cost curves.43 For AI 
buyers, the lesson is strategic: catalyzing spillovers today helps secure scarce, reliable 
clean power near key load clusters and drive long-run costs down as technologies 
learn. Many hyperscalers even have explicit carbon-free energy (CFE) commitments, 
such as Google which aims to run on 24/7 carbon-free energy by 2030.44 Unlike most 
large loads, hyperscalers are already helping co-design utility structures, such as 
Nevada’s Clean Transition Tariff that enables the Google and Fervo geothermal scale-
up (as discussed above).45,46

C. Mechanism 2: The Flexible Data Center: 
Transforming Power Grids

i. From rigid consumer to grid stabilizer

The next wave of owner-operated hyperscale clouds already modulates load in 
practice. Google’s carbon-aware computing shifts movable batch work across data 
centers based on hourly carbon-free energy forecasts, and its “elastic training” and 
checkpointing tools show how some training jobs can pause and resume without 
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losing progress.47 Facilities can also flex on the non-IT side. For example, Microsoft’s 
Dublin campus is using data center uninterruptible power supply (UPS) batteries for 
grid frequency services, demonstrating a pathway to make sites grid-responsive.48 By 
contrast, most co-location operators—companies that lease space, power, and cooling 
to multiple tenants—face a split-incentive. The operators run the facility, but tenants 
control their own servers and workloads, which limits operator-led orchestration 
beyond facility-side measures.49

Duke University’s Nicholas Institute estimates that US balancing authorities could 
integrate nearly 100 GW of new flexible large loads using existing capacity if those 
loads curtailed briefly during the most stressed hours. Specifically, these loads would 
have to curtail an average of 0.5% of annual uptime and roughly 2 hours on average 
during events.50 This finding speaks to available headroom in today’s system if new 
loads are flexible. Rather than claiming that more renewables must be built to serve 
these large flexible loads, the study shows modest flexibility can reduce the need for 
near-term capacity additions. Further, the same flexibility also improves renewable 
utilization when wind and solar are added by cutting curtailment when renewable 
resources are highly available and still trimming load during tight hours.50 

Beyond Google and Microsoft, operators such as Digital Realty and Equinix in Dublin, 
Aeven in Denmark, and Basefarm in Norway have already deployed grid-interactive 
UPS or demand-response systems. These systems provide frequency regulation, 
which means quickly adjusting power to keep the grid stable, while maintaining quality 
of service (QoS) guarantees. 51-54 

On the modeling side, the National Renewable Energy Laboratory’s (NREL’s) 
Electrification Futures work finds demand-side flexibility cuts operating costs and 
eases the need for variable renewable energy (VRE) integration in highly electrified 
systems. However, its flexible-load assumptions are drawn mainly from electric vehicle 
(EV) charging and flexible industrial end uses.55 This insight is still relevant to data 
centers because they can also match this profile when owners time-shift batch training 
or non-urgent inference and when sites use UPS batteries for grid services.56 Of note, 
a portion of modern data centers now reach the 100+ MW class, comparable to classic 
single-site giants such as aluminum smelters (hundreds of MW), electric arc furnaces 
(EAF) and electrified steam crackers (hundreds of MW). However, data centers are 
increasingly software-defined, fast-ramping, and already equipped with battery and 
UPS assets that can provide services.57-59 These features make owner-operated clouds 
uniquely positioned to catalyze clean energy and flexibility at scale, even though multi-
tenant co-location sites will remain less controllable at the workload level.
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ii. Innovations in action

First movers are already showing the playbook. For example, Google’s carbon-aware 
computing shifts non-urgent workloads across hours and, where possible, across 
locations based on hourly carbon-free energy forecasts.60 However, only a subset of 
organizations can do this in practice: owner-operated hyperscale clouds with global 
fleets and batchable jobs can orchestrate load, whereas most multi-tenant co-location 
sites cannot directly control tenant workloads.61 In parallel, new platforms are emerging 
to translate that flexibility into operational grid support. For example, in May 2025, 
Emerald AIa (backed by NVIDIA’s venture arm) conducted a field experiment with Salt 
River Project (SRP) in Phoenix and sustained a 25% power reduction for three hours 
on a live AI graphics processing unit (GPU) cluster (see Figure 4-4). In the Phoenix 
demonstration, AI jobs were tagged by how much performance they can temporarily 
give up during grid stress: Flex 1 (up to 10% performance reduction), Flex 2 (up to 25%) 
and Flex 3 (up to 50%). Given coincident-peak (CP) and capacity charges hinge on only 
a few stressed hours, a 25% curtailment capability typically yields about $40,000 to 
$70,000 per MW per year in ERCOT’s 4 Coincident Peak (4CP), and about $17,000 to 
$160,000 per MW per year in PJM’s 5 Coincident Peak (5CP). Therefore, a 100 MW site 
that can flex 25 MW often sees low seven figure annual bill reductions.62-65

This three-hour test translates to 24/7/365 operations because the peaks are brief and 
forecastable, so software can pre-stage checkpoints and apply power caps only during 
those intervals while running normally the rest of the year.66 Emerald AI’s Phoenix 
demonstration serves as a significant proof point for grid‑resilience and cost reduction 
by shaving critical peaks without violating compute performance targets.67 Together, 
these approaches map to what IEA expects the parts of the sector that are capable 
of shifting load to deliver this decade: flexible demand that helps integrate more 
renewables while easing immediate supply-side pressures in hot-spot regions.6

a  Co-author Varun Sivaram is the founder and CEO of Emerald AI. Co-authors Ayse Coskun and Swasti Jain are affiliated 
with Emerald AI, as well.
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Figure 4-4. Emerald AI’s Phoenix demonstration shows the power reduction curve and applications with different 
flexible service-level agreements (SLAs) meeting their performance requirements. (Source: ArXiv)68
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iii. A paradigm shift for grid management

As shown in Figure 4-5 below, the IEA expects flexible demand to absorb essentially 
all (~100%) projected data center additions through 2035 if operators are flexible for 
just ~0.1-1% of hours, complementing conventional flexibility from natural gas where it 
remains system‑critical.69 System context matters: in Japan, for example, tight reserve 
margins (a small amount of extra generation capacity), the division of the electric grid 
into two regions with different frequencies (50 Hz in the east and 60 Hz in the west) 
and policy design mean large, routine industrial curtailment is more constrained. In 
this case, Japanese market operators emphasize securing decarbonized supply, while 
demand response is being used primarily as a resource during tight hours in capacity 
markets.70 In Japan, demand response participation is concentrated among large 
commercial and industrial (C&I) customers, such as high-voltage factories, campuses 
and big buildings, typically enrolled through aggregators certified by Japan’s Energy 
Ministry. These aggregators also bundle behind-the-meter (BTM) batteries, combined 
heat and power, EVs and building controls.71 This approach succeeds because there 
are clear, paying routes to market in the capacity market and the supply-demand 
balancing market. In 2022, for example, about 2.3 GW of demand response won 
roughly 60% of the “Power Source I” auction.72

Figure 4-5. Data center capacity additions through 2035 and feasible integration into the current electricity system 
under different flexibility cases. (Source: IEA)69

Current electricity systems can already integrate all data centre additions to 2035 if a mix of back up activation and 
workload management reduces grid demand 1% of the time.
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iv. Enhanced renewable integration

Flexible demand enhances renewable integration by absorbing surplus solar and wind 
when it is plentiful and standing down during constrained hours. In doing so, flexible 
demand reduces the need for curtailment, enables deeper renewable penetration, and 
avoids overbuilding supply for rare peaks.73 In California ISO’s (Independent System 
Operator) grid, renewable curtailment reached the Terawatt-hour (TWh) scale in 2024, 
concentrated in high solar shoulder months: energy that shiftable loads (including 
data centers) could take up, especially when paired with short-duration storage and 
carbon-aware scheduling.74 The IEA quantified the system impact with the US example, 
showing only ~0.3% of annual grid electricity needing active management during short 
3-5 hour events.69 

Recent research from the Association for Computing Machinery (ACM) Journal and 
ETH Zurich (Federal Institute of Technology Zurich) shows that QoS-aware scheduling 
and power-capping can deliver demand response and even regulation services 
without breaching service levels and that carbon-aware orchestration across sites is 
practical at scale.75-77 Field evidence now complements this literature: Emerald AI’s 
May 2025 demonstration on a 256-GPU cluster in a hyperscale cloud reduced power 
by 25% for three hours using a software-only approach while maintaining QoS.68 On 
the value side, IEA modeling indicates that modest, time-bound flexibility reduces 
the need for curtailment and defers some peak-driven supply build, consistent with 
system-level findings.69 The forward question is therefore not whether natural gas 
can provide flexibility, since it does, but what blend of flexible demand, storage and 
dispatchable supply delivers the best reliability and cost profile in each region.78 

v. Grid resilience and cost reduction

When dispatched at the right times and places, flexible load can downsize networks 
and peaking investments, improving resilience and affordability. As shown in Figure 
4-6 below, DOE defines virtual power plants (VPPs) as aggregations of distributed 
energy resources (DERs), such as rooftop solar with customer-sited batteries, EVs, 
and smart buildings that can balance electricity supply and demand and deliver utility-
grade services like a power plant.79 This chapter treats data center flexibility as virtual 
capacity that is compatible with virtual power plants, so DOE’s VPP analysis is a useful 
proxy for system value. DOE estimates that tripling VPP capacity to approximately 
80-160 GW by 2030 would reduce overall grid costs by roughly $10 billion per year by 
avoiding use of peakers (power-generating facilities that run during highest-demand 
periods), deferring grid investments and lowering operating costs.79 In the United 
Kingdom, the National Energy System Operator’s (NESO’s) Demand Flexibility Service 
delivered 3.3 GWh of verified peak-time reductions in winter 2022 and 3917.7 MWh 
across 44 events in winter 2024 under its merit-based design.80,81 As a result, NESO 
demonstrates a practical route to reliability at lower balancing cost.82 At the distribution 
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edge, National Grid—the investor-owned utility that owns the high-voltage transmission 
network in England and Wales—reports £80 million of investment deferral via 17 GWh 
of procured flexibility and greater than 70,000 registered flexible assets.83 This is a 
different operational model than data centers. Aggregating thousands of devices is 
complex, while one or two large data centers can deliver the same order of magnitude 
of response with fewer parties and direct telemetry. This serves as evidence that 
market-based flexibility can substitute for some wires-and-steel upgrades. Although 
results will vary by system design and siting, the direction is consistent: well-designed 
flexibility reduces the need for both curtailment and high-cost build-outs.

Figure 4-6. Virtual power plants (VPPs) aggregate distributed energy resources, such as rooftop solar with 
customer-sited batteries, electric vehicles (EVs) and chargers, smart buildings and equipment and their controls, and 
flexible commercial and industrial (C&I) loads. (Source: Department of Energy Loan Programs Office (DOE LPO))79

vi. Accelerated AI innovation (why flexibility can be a win-win)

From the grid’s perspective, flexible data centers shave critical peaks, reduce the 
need for curtailment and defer costly reinforcements—improving reliability and 
affordability. Likewise, from the operator’s perspective, flexibility can be a win-win 
where accelerated interconnection is a binding constraint. In other words, transmission 
operators may advance interconnection dates or offer ramped and conditional 
interconnections when projects commit to flexible operating modes. Not every market 
faces the same pressure, but the challenge is particularly acute in the United States, 
where the median time from interconnection request to operation reached about 
five years for projects built in 2023.10 NESO has reached a point where it can bring 
forward 20 GW of connections in approximately 4 years via queue reforms and flexible 
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arrangements.84 In the United States, Federal Energy Regulatory Commission (FERC) 
Order 2023 is streamlining how new projects connect to the grid by studying many 
requests together in “clusters” and imposing withdrawal penalties to shorten queues. 
In parallel, some regions are trying “flexible interconnection,” through which very large 
new loads can connect sooner if they agree to operate within limits and share real-
time data. For example, in Texas, ERCOT’s large-load process requires telemetry and 
allows voluntary curtailment during grid stress.63 On the customer side, making this 
work usually takes three simple building blocks:

1.	 Power caps: Software limits that quickly lower server or site power for 
short periods. 

2.	 Thermal buffers: Modest on-site chilled water or ice storage lets facilities 
store cooling when supply is plentiful and draw it down when the grid is 
constrained.85 

3.	 Real-time telemetry tied to Service-Level Agreements (SLAs): 
Continuous, machine-readable telemetry linked to clear SLAs verifies 
the response for the grid while ensuring applications still meet their 
performance targets.

D. Mechanism 3: Siting for Sustainability 

i. Siting for clean, reliable compute

Training and many batch inference jobs are tolerant to network delay, so operators 
can place new capacity in regions with strong renewable resources and then schedule 
work to follow local peaks. In the United States, the Great Plains offers exceptional 
wind potential and the desert in the Southwest offers high solar irradiance, which 
makes these regions natural candidates for “compute-next-to-resource” strategies.86 
Geothermal is also expanding beyond traditional fields as enhanced geothermal 
systems mature, widening the map for firm clean supply.87 Remote siting often runs 
into limited grid headroom, which is why some projects consider BTM generation at 
the campus. This option remains the exception because most hyperscalers prefer 
utility or third-party power under bankable tariffs or PPAs rather than owning plants 
at scale. Recent experience in Pennsylvania shows how co-located or BTM nuclear 
supply raised regulatory and cost-allocation questions and ultimately shifted toward 
a standard grid-connected structure.88,89 This preference aligns with the broader 
corporate market’s use of utility green tariffs and long-term contracts to add new clean 
capacity.89
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When the goal is to accelerate new clean energy, siting choices work best when 
paired with enabling mechanisms that bring additional projects onto the grid. One 
pathway is utility tariffs designed for hourly matched portfolios, such as Nevada’s 
approved structure that enables Google to source new geothermal and storage 
through NV Energy.87,90 A second pathway is risk-reduction finance for firm and long-
duration storage so remote renewable hubs can deliver around the clock. Federal loan 
guarantees have begun backing multi-hour storage that firms renewables and lowers 
system costs. Finally, grid modernization investments, such as advanced conductors, 
dynamic line ratings and new high-capacity corridors, expand the ability of resource-
rich zones to host large flexible loads.91-93

ii. Catalyzing new clean energy development

Large AI data center projects, if not planned carefully, can drive up costs for other 
ratepayers and strain grid stability. However, relocatable data center loads offer a 
unique opportunity to accelerate low-carbon power deployment when aligned with 
renewable energy growth. By being flexible on location, these energy-hungry data 
centers can be placed in resource-rich regions, such as deserts or windy plains, where 
new solar and wind farms can be built to supply them.86 This strategic siting turns data 
centers into demand catalysts for additional clean generation capacity. In practice, a 
relocatable AI campus can serve as an anchor offtaker that makes a new renewable 
project financially viable, bringing extra wind or solar online faster than traditional grid 
planning might.14 One concrete example is Microsoft’s New Zealand cloud region. 
Microsoft signed a 10-year agreement tied to Contact Energy’s new 51.4 MW Te Huka 
III geothermal plant, and Contact explicitly says the contract supported its investment 
decision to build the project.104 The plant began delivering to the grid in October 2024, 
illustrating how a relocatable cloud load can underwrite firm clean capacity that serves 
both the data center and the broader system. In short, when AI data centers are free to 
move to the power (instead of always bringing power to the load), they can help drive 
an accelerated build-out of wind, solar and other low-carbon resources.

Critically, realizing these benefits depends on project design and grid integration. 
Reaping community-wide gains requires that the clean electricity procured for a 
data center also strengthen the public grid. For example, using utility green tariffs 
or CFDs ensures that new renewable capacity is not just behind-the-fence—on the 
customer side of the meter, serving only the facility—but also contributes energy to 
everyone over time.94,95 As Figure 4-7 shows, relocatable data centers should pair any 
new renewables with energy storage and embrace flexible operations (e.g., drawing 
less power at grid peak times or using on-site batteries), so their presence reduces 
the need for curtailment and eases grid congestion instead of exacerbating it.14 This 
strategy defers the need for certain network upgrades and helps ensure reliability is 
maintained with renewables. Only when power procurement, interconnection terms 
and community agreements are structured for system-wide value will a relocatable 
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load accelerate the clean energy transition.96 In practice, this means the data center’s 
clean power investments should lower overall system costs over time (by adding 
new capacity and reducing fuel use), and its operators should coordinate with utilities 
to avoid saddling other customers with infrastructure expenses. When done right, 
a flexible, renewables-driven data center can act as a springboard for more clean 
energy on the grid to deliver not just low-carbon electricity for its own operations, but 
cheaper and more reliable power for the surrounding region as well.14

Figure 4-7. Solar and onshore wind (especially when paired with batteries) are the fastest, lowest-cost new capacity, 
while coal/CCUS (carbon capture, utilization and storage), hydroelectric, geothermal and offshore wind are slower 
and more expensive. (Source: Rocky Mountain Institute (RMI))14
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E. Mechanism 4: AI as the Architect of a Clean 
Energy Future

i. Grid optimization

One near-term, high-impact role for AI is speeding interconnection and transmission 
studies: an “offline” use that directly unlocks renewable projects. As Figure 4-8 
shows, Southwest Power Pool’s (SPP’s) generator-interconnection (GI) queue is facing 
significant backlogs. Therefore, SPP is partnering with Hitachi Energy to apply AI to 
generator-interconnection queue triage and reliability assessments so planners can 
screen power-flow cases, prioritize upgrades and shorten study timelines.97 Hitachi 
and SPP will use an integrated NVIDIA-based compute and AI platform to automate 
processes, add predictive analytics and pilot AI-augmented simulation, with systems 
acceleration and data-management optimization due by December 2025. These tools 
complement both FERC Order 2023 queue reforms and DOE’s Grid Modernization 
Initiative by automating contingency ranking, hosting-capacity mapping, and topology 
and stability screening. All these partnerships help connect renewables and storage 
sooner, while reducing the need for curtailment and fuel burn.97 

Figure 4-8. Southwest Power Pool’s (SPP’s) generator-interconnection (GI) queue lists 659 projects totaling ~157.7 
GW, with ~380 currently in study and clusters still open from 2018. Source: RTO Insider97
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ii. Materials discovery and design

AI is compressing the discovery-to-device cycle for clean energy materials. For 
example, instead of testing materials one by one, AI learns from big materials 
databases and predicts which compositions and crystal structures are most 
promising. It can sift through tens of millions of options and surface a few thousand 
good candidates for battery electrodes, solid electrolytes, photovoltaic absorbers 
and catalysts, among other materials.98 These models are coupled with high-
throughput first-principles calculations and open data infrastructures, such as The 
Materials Project, to validate stability and properties and to hand off the best leads 
to synthesis.99 On the lab side, AI tools mine the literature for synthesis recipes 
and processing conditions, feeding autonomous platforms that can make and test 
candidates rapidly: shortening iteration times for solar, battery and CO₂-conversion 
technologies while lowering cost-to-proof.100

iii. Improved forecasting

AI is also closing the gap between 
weather hazards and power-
system impacts by improving 
both the speed and the skill of 
forecasts that feed unit commitment, 
dispatch, storage scheduling 
and outage preparedness. 
Thus, current versions of AI are 
already building on the “hazard-
to-impact” framing highlighted in 
last year’s ICEF Roadmap chapter 
on extreme-weather response, 

which emphasized more actionable signals for heat waves, wind ramps and 
atmospheric rivers.101 Today’s AI models deliver state-of-the-art medium-range skill 
at a fraction of the compute and energy cost of traditional physics-based forecasts 
on supercomputers. The European Centre for Medium-Range Weather Forecast’s 
(ECMRWF) now operates an Artificial Intelligence Forecasting System (AIFS) in parallel 
with its traditional physics-based Integrated Forecasting System (IFS). Peer-reviewed 
AI models, such as GraphCast demonstrate strong 10-day global forecast performance, 
giving grid operators more frequent, higher-skill inputs for renewable scheduling and 
contingency analysis.102 The AI outputs are trained and calibrated against authoritative 
observational datasets from the National Oceanic and Atmospheric Administration 
(NOAA) and other government weather services, which remain the backbone for 
assimilation and verification.103
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Recent American Meteorological Society (AMS) work shows that machine-learning 
corrections to models can dramatically reduce wind-forecast error, which directly 
lowers reserve needs, and the need for curtailment and balancing costs for renewable-
heavy grids. Taken together, these three AI applications are beginning to reinforce one 
another. AI for interconnection and other offline studies helps planners clear queues 
and move clean projects to “shovel-ready” status faster. AI-enhanced operational 
forecasts improve day-ahead and intraday scheduling of wind, solar and storage. 
Lastly, major weather centers are now deploying probabilistic AI ensembles. As a 
result, this combination creates a virtuous cycle that speeds grid build-out, strengthens 
extreme event readiness, and enables deeper renewable penetration and more 
reliable service.103 

F. Recommendations

1.	 Utilities and independent power producers (IPP) should: 

•	 Deploy advanced control tools to accelerate interconnection 
and grid studies and to operate flexible portfolios. These tools 
include model-predictive control, enhanced forecasting and, where 
appropriate, AI.  

•	 Adopt staged or ramped interconnections for large loads (within 
standard planning cycles) and require telemetry and fast power-
capping from data centers and consider on-site storage to provide 
demand response and regulation while maintaining service-level 
objectives.  

•	 Use these tools to prioritize non-wires alternatives and to reduce 
curtailment in renewable-rich zones. 

2.	 Electricity regulators should: 

•	 Establish clear 24/7 carbon-free energy procurement pathways 
that treat storage and clean-firm resources as first-class options 
alongside renewables.  

•	 Enable advanced market commitments (AMCs) that allow multi-
buyer participation, recognize hourly matching, and credit verifiable 
flexible-load performance. 

3.	 National governments, regulators, and utilities should: 

•	 Expand targeted public-private risk-sharing to lower the cost of 
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firm, low-carbon supply while keeping rates affordable amid rising public 
concern about electricity bill impacts from data center–driven capacity 
additions.  

•	 Pair corporate offtake with loan guarantees, liability and fuel frameworks 
(where relevant), and long-duration storage demonstrations.  

•	 Adapt CfD-style mechanisms to clean-firm resources and storage so FOAK 
projects are followed by repeat builds of the same design. 

4.	 Large data center operators with load flexibility, hyperscalers and procurement 
authorities should: 

•	 Commit to portfolio-based, 24/7 carbon-free procurement that include 
renewables, storage and clean-firm resources where available.  

•	 Publish transparent hourly performance and adopt grid-supportive 
operating modes, such as fast power caps and brief curtail on-signal, to 
unlock faster interconnection and lower system costs.  

•	 Prioritize deliverable power to the public grid (when siting in resource-rich 
regions), rather than exclusively behind-the-fence supply. 

5.	 National and local governments should: 

•	 Link siting incentives for new AI campuses to system and community 
value.  

•	 Require additional deliverable clean capacity, storage co-procurement 
and community benefit plans that include workforce pipelines, water 
stewardship and shared transmission upgrades.  

6.	 National governments and utilities, including public power and transmission 
owners, should invest in grid modernization, including advanced transmission, 
system visibility and congestion management, so resource-rich zones can host 
large and flexible loads without unnecessary overbuild. Regulators should 
authorize these investments, set incentives and ensure timely cost recovery. 

7.	 Academic experts and system operators should advance operations-ready 
forecasting for clean grids. Priorities include post-processing and downscaling 
of weather models (including via AI) for wind and solar, probabilistic products 
that feed unit commitment and storage scheduling, and open benchmarks that 
connect forecast improvements to avoided reserves, reduced curtailment, 
and emissions reductions.
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A s data center capacity grows globally and interest in AI surges, data 
centers’ water use has emerged as a critical concern in some regions. In 
part, this concern is due to the location of some data centers in water-

scarce regions such as the US Southwest and Persian Gulf. This concern reflects the 
fundamental importance of water as a natural resource. As nations, communities and 
companies manage data center demand growth, understanding these facilities’ water 
use is critical to making sound investment and policy decisions.

Data on the water consumption of data centers are poor. The authors were unable to 
find standardized data sets for water use at these facilities at the national, state, county 
or municipal level. Much of the data that do exist lack regional context, including 
whether water resources at a data center are scarce. This lack of data can make it 
difficult to evaluate and select potential solutions to water-related challenges at data 
centers, whether at the site-specific, regional or global level.

This chapter provides background on data center water use, placing it in the context 
of water used by other sectors. The chapter discusses the challenges created by data 
center water use, corporate initiatives in this area, differences between data centers’ 
direct and indirect water use and options to reduce data centers’ water footprint. The 
chapter concludes with recommendations.
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A. Definitions

i. Water usage effectiveness (WUE) 

The most common measure of water consumed at a data center is water usage effectiveness 
(WUE)—a data center’s water use divided by the energy its information technology (IT) 
equipment uses. WUE is typically expressed in liters per kilowatt-hour (L/kWh).¹ WUE 
is straightforward to estimate; however, like power usage effectiveness (PUE), it is an 
incomplete metric at best. For example, WUE provides no information on several important 
topics such as water consumed by off-site electricity generation used to power a data center 
(which can be substantial) or water scarcity in the region where a data center is located.

ii. Scope 1, 2 and 3 water use 

Water use by data centers can be divided into three categories:  

•	 Scope 1: Water used in direct operations (e.g., for cooling).  

•	 Scope 2: Water used indirectly for power generation (e.g., evaporative 
cooling at thermal power plants). 

•	 Scope 3: Water used indirectly in producing building materials, such as steel 
or cement (“embodied water”). 

These categories parallel the framework for emissions accounting under the Greenhouse 
Gas Protocol: Scope 1 (direct emissions), Scope 2 (energy-related emissions) and Scope 3 
(embodied emissions).2 See Figure 5-1.

Figure 5-1. Scope 1, 2 and 3 water consumption. 
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In general, direct water consumption at data centers (Scope 1) is modest. In contrast, 
indirect water consumption from thermal power generation for data centers (Scope 
2) can be very large. (In most cases this occurs offsite at remote power stations.) 
Embodied water use (Scope 3) is likely to be minimal and distant from data center 
operations.

iii. Water use versus water consumption

Water use and water consumption are similar but distinct concepts.3-5

•	 Water use (often called water withdrawal) refers to freshwater taken from 
a watershed (ground water or surface water) and then used for purposes 
such as farming or drinking. 

•	 Water consumption is the difference between water withdrawal and 
water returned to the same watershed. Water consumed is “evaporated, 
transpired, incorporated into products or crops, or otherwise removed 
from the immediate water environment.”5

iv. Water-stress

A water-stressed region is one where water resources are insufficient to meet 
demands of human consumption. This can be due to a combination of factors, 
including limited rainfall, high water needs or inadequate infrastructure. 
There are several frequently used definitions of water-stress, each with strengths and 
weaknesses.6 Estimates of people worldwide exposed to water-stress vary greatly by 
methodology, ranging from 0.5 to 4.3 billion people.7 

•	 The Falkenmark Water-Stress Indicator8 measures the amount 
of renewable freshwater available per person per year. While 
straightforward, this definition has significant limitations. For example, it 
fails to account for the accessibility of water resources (whether some 
water in a region is deep underground or heavily polluted). It also fails to 
include man-made sources of freshwater, such as desalination plants. 

•	 The Withdrawal-to-Availability Ratio measures the ratio of water 
withdrawal in a region to the total available water (as the name implies). 
This approach also has limitations. Like the Falkenmark Indicator, it does 
not include man-made sources of freshwater, water reclamation or water 
recycling. 



212Chapter 5 | Data Center Water Use

ICEF Sustainable Data Centers Roadmap

There are other definitions, many of which are limited because they are static—
they fail to take account of conditions that may change the extent of water-stress 
in a region over time.9 Analyses of population growth, agricultural trends, industrial 
development plans, potential climate change impacts and other factors are necessary 
to fully assess water-stress in a region.10 

B. Putting Data Center Water Use in Context 

Data center water use is tiny globally but can be significant locally. 
A comparison with agricultural water use is striking. Agriculture accounts for 70% of 
freshwater withdrawals globally, using roughly 20.4 trillion liters (5.48 trillion gallons) 
per day.11,12 Data centers, in contrast, are projected to use roughly 1.7 billion liters (~450 
million gallons) per day globally by 2030.13 Current global water use by agriculture 
is therefore over 12,000 times greater than projected global water use by data 
centers in 2030. Put differently, projected water use by data centers in 2030 is 
roughly 0.008% of water used by agriculture today. 

Box 5-1

ChatGPT versus Hamburgers: Comparing Water 
Consumption 

To help put data center water use in context, 
a comparison between the water consumed 
by ChatGPT and hamburgers may be helpful. 
Our research suggests that, using conservative 
assumptions: 

•	 19,000 ChatGPT-3 queries and the process of 
producing one hamburger consume roughly 
the same amount of water. 

•	 ChatGPT-4o takes roughly 537 days—almost 
a year-and-a-half—to consume as much 
water as needed to produce the hamburgers 
McDonald’s sells in one day. 

These estimates are based on the following.

•	 According to data in one study, roughly 328 liters (87 gallons) of water 
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are consumed to produce one hamburger in the United States (mainly for 
growing feed). Data in another study suggest the figure is higher—roughly 
580 liters⁵ (153 gallons) per hamburger.  

•	 A recent study found that a single ChatGPT-3 query in the United States used 
an average of roughly 17 milliliters of water, taking into account the water 
used in training and inference, as well as Scope 1 and Scope 2 emissions. 
The lower figure for water consumed to produce a hamburger just above 
(328 liters) and basic division (328 liters divided by 17 milliliters = 19,294) 
yields the first estimate: 19,000 ChatGPT-3 queries and one hamburger 
consume roughly the same amount of water. 

•	 McDonald’s sells roughly 6.5 million hamburgers each day.¹³ The lower figure 
for water consumed to produce a hamburger just above (328 liters) and 
basic multiplication (6.5 million hamburgers x 328 liters) suggest that roughly 
2.13 billion liters (565 million gallons) of water are consumed to produce the 
hamburgers McDonald’s sells in one day. 

•	 Another recent study found that GPT-4o’s annual water consumption is 
roughly 1.45 billion liters (383 million gallons).¹⁴ Comparing that figure to the 
rough annual water consumption needed for McDonald’s hamburgers and 
doing basic division (2.13 billion liters divided by 1.45 billion liters = 1.47; 1.47 
years = 537 days) yields the second estimate: ChatGPT4o takes roughly 537 
days—almost a year-and-a-half—to consume as much water needed for the 
hamburgers McDonald’s sells in one day.

Several caveats are required with respect to the 
foregoing estimates. First, the quality of data 
with respect to data center water use is poor, 
as emphasized at the beginning of this chapter. 
Second, the estimates above could understate 
ChatGPT’s water consumption in comparison to 
hamburgers for several reasons. (For example, 
more recent large language models likely consume 
more water than ChatGPT-3.) On the other 
hand, the estimates above could also overstate 
ChatGPT’s water consumption in comparison 
to hamburgers for several reasons. (For example, the estimates use a conservative 
assumption with respect to water consumed to produce hamburgers, given the study 
cited above that found that almost twice as much water is needed.)  

We invite critiques of the ChatGPT/hamburger water consumption comparisons above. 
Yet even if the comparisons are off by an order of magnitude, they still provide insight 
into the rough scale of data center water use as compared to the water use of a familiar 
everyday product. More data collection, research and public dialogue on these topics 
are needed.
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Comparing data center water use to natural water fluxes is helpful as well. Data 
centers represent a tiny fraction of natural water flows regionally. 

The following comparisons provide context.

•	 Projected data center water demand globally in 2030 is roughly 0.02% of 
the Amazon River’s daily discharge at its mouth.¹²,¹⁷ 

•	 Data centers in Northern Virginia, the largest global data center hub, use 
approximately 5.1 M gal/day¹⁵—0.07% of the Potomac River’s daily flow 
(~7000 M gal/day) at Washington, D.C.¹⁸ In Phoenix, Arizona, data centers 
consume roughly 177 M gal/day, roughly 1.36% of the Colorado River’s 
average daily flow at Lees Ferry, Arizona and 22.2% of Maricopa County’s 
daily water use.²³,²⁴,²⁵  

•	 A 20-50 MW facility can use 11-19 million liters per day (3-5 M gal/day), 
similar to the daily water use for a city of 30,000-40,000 people.19 

The table below provides data on water use by data centers and total water flow in 
select regions. However, this context changes notably in regions of acute water-stress, 
as discussed below. 

C. Data Centers in Water-Stressed Regions

Table 5-1. Water flows in some geographies compared with water consumption from data centers.

Global World’s largest river by volume —Amazon 
River (at the river’s mouth) (flow)

~14,679,600 
(~3,877,800)²⁰

Global data center 2030 forecast (use) ~3288 (~869)¹³

Virginia/Washington, 
D.C.

Potomac River (at Washington, D.C.) (flow) ~26,498 (~7000)²¹

Virginia surface and groundwater 
withdrawals for agriculture (use)

~121 (~32)²²

Northern Virginia data centers (use) ~19 (~5)¹⁸

China Yangtze River (at Datong station) (flow) ~2,653,747 
(~700,894)²⁰

China’s agricultural use (use) ~1,055,616 
(~278,880)²¹

China’s data centers (use) ~3557 (~940)²²

Phoenix/Maricopa 
County (Arizona)

Colorado River Basin (at Lees Ferry, 
AZ) (flow)

~49,339 (~13,034)²³

Phoenix/Maricopa County’s 
residential and commercial (use)

~3017 (~797)²⁴

Phoenix/Maricopa County’s data 
centers (use)

~670 (~177)²⁵

Singapore Singapore’s water consumption (use) ~1666 (~440)²⁹

Singapore’s data centers (use) ~134 (~35)³⁰
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Water scarcity is inherently a local issue. In water-stressed regions, even modest water 
demands from data centers can exacerbate local tensions. 

Data centers are frequently clustered in dry areas due to land and energy availability. 
Two-thirds of data centers built or planned in the United States since 2022 are in 
high or extremely high water-stress areas. Almost three-quarters of these projects are 
in five US states: Virginia, Texas, Arizona, Illinois and California.13 Under the Chinese 
government’s East Data, West Computing program, many new data centers will be built 
in arid provinces, including Inner Mongolia, Gansu and Ningxia. Many of the world’s 
regions with growing tech infrastructure, such as California’s Central Valley, Arizona’s 
Sonoran Desert and northern China, already face chronic water shortages.

In these regions, data centers sometimes compete with agricultural water demand, 
which can be significant. For example, California’s Central Valley grows 20% of US 
agricultural production, and the agriculture sector overwhelmingly dominates water 
use. In California, recent and recurring droughts,31 court-ordered constraints on water 
withdrawal,32 state executive orders on water conservation33,34 and climate change 
impacts35 have magnified concerns about additional stressors, including data center 
demands. 

In Arizona, though data centers account for <0.1% of the state’s total water use (~9.5 M 
liters per day or ~2.5 M gal/day), they are concentrated in fast-growing suburbs where 
supply is under pressure. In Chandler, Arizona, city officials passed a 2015 ordinance to 
restrict data center water usage, reflecting tensions around limited groundwater.36 

Global World’s largest river by volume —Amazon 
River (at the river’s mouth) (flow)

~14,679,600 
(~3,877,800)²⁰

Global data center 2030 forecast (use) ~3288 (~869)¹³

Virginia/Washington, 
D.C.

Potomac River (at Washington, D.C.) (flow) ~26,498 (~7000)²¹

Virginia surface and groundwater 
withdrawals for agriculture (use)

~121 (~32)²²

Northern Virginia data centers (use) ~19 (~5)¹⁸

China Yangtze River (at Datong station) (flow) ~2,653,747 
(~700,894)²⁰

China’s agricultural use (use) ~1,055,616 
(~278,880)²¹

China’s data centers (use) ~3557 (~940)²²

Phoenix/Maricopa 
County (Arizona)

Colorado River Basin (at Lees Ferry, 
AZ) (flow)

~49,339 (~13,034)²³

Phoenix/Maricopa County’s 
residential and commercial (use)

~3017 (~797)²⁴

Phoenix/Maricopa County’s data 
centers (use)

~670 (~177)²⁵

Singapore Singapore’s water consumption (use) ~1666 (~440)²⁹

Singapore’s data centers (use) ~134 (~35)³⁰
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Similarly, northern China faces severe water-stress. Beijing’s per capita water 
availability is far below the international water shortage threshold, intensifying the 
need to regulate industrial water usage strictly.37 In Beijing, municipal and industrial 
daily water use totals around 6942 M L/day (1834 M gal/day).38 While detailed local 
data-center-specific figures are not publicly available, national-level data indicate 
that 3557 M L/day (940 M gal/day) are used for all Chinese data centers, suggesting 
that the relative share of data centers in water-scarce regions like Beijing could be 
significant.25 Indeed recent regulations in Beijing and surrounding provinces require 
data centers to enhance WUE significantly.39 Such proactive policies help mitigate 
the additional water-stress posed by the rapidly expanding digital economy in these 
already strained areas.

In Singapore, a substantial share of freshwater is used by data centers in comparison 
to municipal uses. Due to limited freshwater availability, Singapore depends on 
desalination, water imports and advanced wastewater recycling.30,40

D. Direct Water Consumption (Scope 1)

Most on-site (direct) water is consumed by data center cooling.41,42 High-quality data on 
direct water use are difficult to find. Individual facility estimates or direct data are very 
scarce. Estimates for direct water consumption come with high uncertainty and limited 
ability to extrapolate for many reasons:

•	 Data mixing: Direct and indirect (power related) water consumption is 
reported together without separation or distinction.43-45 

•	 Poor transparency: Few operators—less than one third¹—disclose data 
directly. For example, while both Microsoft and Google share these data 
each year, other US operators do not. 
 

•	 Regulatory range: Data centers operate across a wide range of 
regulatory actors and jurisdictions. Most often, water is managed 
by cities and municipalities, yielding a wide range of mandates, 
requirements and standards. This makes aggregation difficult and 
disclosure enforcement spotty or difficult.  

•	 Water source: WUE does not differentiate between municipal water, 
reclaimed water or desalinated water.46 

•	 Diverse geography: Data centers operate across a wide range of 
geographies. Cool-climate data centers require less cooling and less 
water. The converse is true for warm climates, humid or dry. 
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In addition, modern data centers, including those under construction, come equipped 
with a diverse set of cooling options with dramatically different water consumption 
indexes: open-loop cooling, closed-loop cooling, adiabatic cooling, air cooling or 
advanced cooling technologies (see Chapter 2.3 of this Roadmap). Some systems also 
recover direct-use water. Most estimates based on power consumption or PUE do not 
represent this range of technology or water efficiency at all. 

Table 5-2. Estimated water consumption by data centers
 

Microsoft: 2022,⁴⁷ 
2023⁴⁸

Google: 
self-reported, 2021⁴⁹

Amazon Web 
Services: 
self-reported, 2024⁵⁰

Meta: self–reported, 
2024⁵¹

Industry average 
WUE in 2024⁵²

Practical range of 
WUE in 2024⁴¹

Google: GSERB⁵³

2015 vintage⁵⁴ 1-MW 
data center

Northern Virginia in 
2023¹⁸

Japan in 2025⁵⁵

UK in 2024⁵⁶

Global estimate
in 2023¹⁸

6.9 B L/year 
(1.7 B gal/year)

620 M L/year
(164 M gal/year)

25 M L/year
(6.75 M gal/year)

7 B L/year
(1.85 B gal/year)

89 B L/year

~720 B L/year
(~190 B gal/year)

~10 B L/year
(~2.6 B gal/year)

0.3 L/kWh

0.15 L/kWh

0.20 L/kWh

1.85 L/kWh

0.0–2.5 

53 L/kWh

16.3 B 

~40% reduction from 2021―2023

~40% reduction from 2021―2024

~33% reduction from 2020―2023

Data source: Bluefield Research⁵⁷

231 data centers

Very high estimated WUE―unclear if 
correct; most likely includes both indirect 
and embodied water in estimate across 

Unclear if this also includes indirect 
(power-related) water

An extreme case for an old system; it 
does not include e�ciencies of scale

Approximately 50 data centers, not all 
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The range of estimates complicates the task of estimating the likely on-site (“Scope 1”) 
water use for a 200 MW data center. 

•	 One estimate of average 2024 WUE is 1.85 L/kWh.52 Using this WUE, an 
average 200 MW data center would consume ~3.1 M L/year (0.82 M gal/
year). 

•	 The IEA published an estimate for a typical US data center.58 However, 
they did not separate direct and indirect water consumption in their 
calculation:

•	 The inclusive estimate (i.e., including direct, indirect and 
embodied water use) was 2 M L/year (~0.5 M gal/year) for a 100 
MW facility or 4 M L/year (~1.1 M gal/year) for a 200 MW facility. 
Assuming a 95% capacity factor, this would be a WUE of 2.5 L/
kWh. 

•	 In IEA’s figure of 5.27, cooling consumed roughly 20% of the total 
consumption in 2023. This would yield an estimate of direct water 
use of 0.8 M L/year (~0.2 M gal/year) for a 200 MW facility, or a 
WUE of 0.5. 

•	 Using their published number (WUE of 0.3 L/kWh), an average 200 MW 
Microsoft facility with a 95% capacity factor would consume 0.5 M L/year 
(0.14 M gal/year). 

•	 Meta, LuxConnect and Amazon claim an average of 0.2 L/kWh or less. 
An average 200 MW data center for one of these firms would consume 
~0.33 M L/year (~0.09 M gal/year) or less. 

Chapter 2.3 of this Roadmap describes a range of technologies that could reduce 
direct water consumption at data centers. Innovation in this space, driven by industrial 
priorities, is both rapid and profound. Before designing any targeted research, 
development and demonstration (RD&D) program, a government census of current 
technologies and their likely water resource benefit would help avoid investment in 
wasteful efforts and dead ends. This effort would require data sharing from companies 
and greater transparency—a priority for decision makers.

 
E. Indirect Water Consumption - Energy-Related 
(Scope 2)

i. Background
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Water use from power generation cooling represents a significant portion of the 
indirect water footprint for data centers. This Scope 2 water use can account for the 
majority of a data center’s total water impact, especially in fossil-fuel dominated grids.59 
Thermal power plants (coal, nuclear and natural gas generation) consume significant 
water volumes for cooling. Air cooling systems consume relatively little water but 
represent a small fraction of existing plants and an equally small fraction of recent 
power generation. 

In general, generation withdraws and consumes freshwater, commonly from rivers, 
lakes and groundwater, although most coastal power plants withdraw seawater for 
cooling. Water withdrawals are commonly much larger than water use; for example, 
US thermal power withdrawals in 201550 were roughly 500 B L/day (133 B gal/day) but 
consumption was only 10.2 B L/day (2.7 B gal/day). Decision makers should take care in 
distinguishing between these two in data and analysis.

Transitioning from thermal to renewable energy sources can dramatically cut the 
indirect water use associated with data centers. Wet-cooled thermal power plants, 
for example, typically consume approximately 2900-3000 liters (766-793 gallons) per 
megawatt-hour,61 while renewables consume virtually none (Table 5-3). This highlights 
renewables' dual climate and water conservation benefits.

Table 5-3. Water consumption by generation type—US average data

Units are L/kWh, which are equal to m³/MWh and tonne/MWh. Units in parentheses are 
gallons per MWh. Data sources: Thunder Said Energy62 and National Renewable 
Energy Laboratory (NREL).5 

2.1 (554)

2.0 (528)

1.2 (317)

0.1-0.2 (26-54)

0.01-0.1 (2.6-26)

0.0000001 (0.000026)

2.54 (672)

2.6 (687)

0.7 (198)
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0.1 (26)

0 (0)
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Table 5-4. Power-related water consumption by data centers in key nations. Units are billions of liters (in 
parentheses are billions of gallons)

In cases where data center loads receive power from new generation, water use will 
depend on the technology being used. This varies significantly by country and region. 
New US thermal generation is mostly gas, for example, while new Chinese thermal 
generation is mostly coal, on top of renewable generation.

Estimates of US data center power consumption vary widely. The IEA (2025) estimate 
is 175 TWh total in 2023, reflecting significant recent growth (see Chapter 1 of this 
Roadmap for details).  

ii. Local regulatory constraints on water use for power 
generation

Global regulatory approaches vary widely by region, but they often focus on three key 
levers:  

•	 Incentives or mandates for adopting more water-efficient cooling 
systems, such as dry or hybrid cooling as opposed to traditional once-
through cooling, aim to lower water consumption. 

•	 Limits on water discharge temperatures aim to minimize adverse 
thermal impacts on local aquatic life. 

•	 Restrictions on water withdrawals have become critical for protecting 
water bodies and aquatic ecosystems, especially during periods of heat 
waves and droughts.

 

~5280 (~1390)

~12,700 (3350)

~5920 (1563)

~855 (225)

~292 (77)

14.5 (3.8)
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The following sections detail significant restrictions on how water withdrawals and 
total consumption for thermal power generation are regulated and restricted. These 
restrictions do not apply directly to water withdrawals and consumption for data 
centers per se. However, they could affect data centers indirectly if their power supply 
comes from thermal generation.

United States: In the United States, federal regulations under the Clean Water Act 
316(a) and 316(b) provide a comprehensive framework that helps guide the location, 
design and operation of water cooling structures in power generation. Section 316(a) 
limits water discharge temperatures, while 316(b) mandates that Best Technology 
Available (BTA), including closed-cycle cooling systems, water reuse, recirculating 
systems and other technologies, be adopted to minimize adverse environmental 
impacts from water cooling systems.68 Additionally, 316(b) requires National Pollutant 
Discharge Elimination System (NPDES) permits for withdrawal for larger facilities, and 
the US Environmental Protection Agency’s (EPA’s) 2004 Phase II rule required existing 
power plants to reduce withdrawals to levels comparable to closed-cycle systems. 
Furthermore, during periods of high heat and drought, regulations become even 
more restrictive. These restrictions can limit both access to cooling water and its use, 
especially for power generation. 

These federal regulations are reinforced at the state level, and regulations vary 
considerably by state. For example, California’s 2010 Once-Through Cooling Policy 
banned once-through cooling at coastal power plants to reduce water consumption.69 
The state also strictly regulates discharged cooling water, requiring that it not exceed 
receiving water temperatures by more than 20 °F (11.1 °C).70

China: China’s heavy dependence on thermal power generation exacerbates regional 
water-stress, sometimes significantly. This has resulted in stringent power plant water-
use regulations. Since the mid-2000s, China has required new coal-fired power 
plants in water-stressed regions to adopt dry-cooling technologies, resulting in 70-
80% reductions in water use compared to conventional wet-cooling systems.71 The 
2013 Water Allocation Plan for Coal Bases introduced regional caps on water use 
and accelerated wastewater recycling in the power sector in water-scarce regions.72 
China's 2015 Water Pollution Prevention and Control Action Plan also mandates 
discharge temperature limits, typically <35 °C or ≤3-5 °C above intake levels.73 Further, 
China’s Three Red Lines national policy sets binding limits on water use, withdrawal 
efficiency and wastewater discharge for power generation.74 Finally, many provinces, 
like Hebei and Guangdong, have added restrictions in more densely populated or 
ecologically sensitive regions.

India: In India, 40% of thermal power plants are in regions with high water-stress.75 
Since 1999, India has required that all thermal power plants using freshwater to 
meet withdrawal limits and adopt closed-cycle cooling systems to reduce water 
use and thermal pollution.76 India’s Central Pollution Control Board (CPCB) limits the 
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temperature of condenser cooling water from thermal power plants to a maximum 
of 7°C above ambient water temperature for new coastal plants and 10°C above the 
temperature of inlet water for existing plants.77 These rules are particularly important 
in water-stressed states like Maharashtra and Rajasthan, where water demand for 
agriculture, energy and municipal supply already exceeds availability.

As these regulatory frameworks evolve, they shape the sustainability of data centers’ 
indirect water use by influencing the water-efficiency of local power generation. This 
underscores the importance of grid decarbonization, not just for emissions, but for 
water security as well.

F. Indirect Water Consumption - Embodied 
(Scope 3)

Much less water is used in manufacturing materials for data centers than for direct 
cooling of a data center or for cooling the thermal generation used by data centers. In 
part, this is because the physical materials going into a data center are functional for 
years (chips) or decades (concrete, structural steel, rebar).

Even given these characterizations, the embodied water use at data centers merits 
greater understanding and attention in light of these facilities’ growth, size and rate of 
deployment. This analysis focuses on four elements of embodied water consumption: 
concrete, structural steel, rebar and chips. To simplify, the unit we consider is a 200 
MW data center. Physical footprints of data centers vary chiefly by energy density, 
with low-energy density footprints of ~120,000 m² (~1.3 million ft²) and high-energy 
density footprints of ~60,000 m² (~650,000 sq ft). Numbers will also vary somewhat by 
geography and vintage of production.

i. Concrete

Concrete production and use require significant water.78 Estimates range from 2000-
2500 liters per m³ of concrete. This includes ~500 L/ton for production of clinker, 
limestone mining and washing as well as a significant fraction (up to 80%) as mixing 
water, which is necessary to convert raw Portland cement into the binder of concrete.78

A 200 MW data center can require a wide range of concrete volumes as a function 
of building code, seismic requirements and design. Estimates range between 55,000 
and 500,000 m³. Assuming 300,000 m³ of concrete for the physical plant, including 
foundations, walls, slabs and service areas, a data center will use roughly 700 million 
liters of water for concrete (ranging from 110-1250 million liters), equivalent to roughly 
2% of the water consumed by US data centers in a single day. 
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ii. Steel: structural steel and rebar

Primary steel production requires significant water inputs.78 For conventional blast-
furnace/basic oxygen furnace operation (BF-BOF), water is consumed in mining, 
upgrading ores, oxygen production for blast furnace use, cooling and energy inputs. 
Although iron ore mining occurs in water-stressed regions (e.g., Australia, South 
Africa), most steel is produced in water-abundant areas (e.g., Hubei province, China, 
Japan, Korea and Germany) and most of the water consumption is associated with 
production.78 On average, primary production consumes 11.8 liters of water per kg of 
steel (11.8 m³/tonne or 3.1 gal/tonne).

Figure 5-2. Water consumption in steel production. 

 
Wedges labeled “P” are 
primary production (direct 
water consumption) 
and wedges labeled “E” 
are water consumed by 
energy inputs (indirect). 
Source: Gerber-Leenes 
et al., 2018,78 including 
supplemental material.79 

Robust, validated 
estimates for structural 
steel and rebar use in 
data centers are scarce. 
Assuming 50-75 kg/
ft² of floor (535-802 kg/
m²), estimates of steel 
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range from ~34 million to 
~98 million liters (9 to 26 
million gallons) of water 
per 200 MW data center.Steel production
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iii. Chips

Advanced semiconductor production (chips) consumes significant water resources. 
An integrated circuit can require 2200 liters per unit, with a large chip fabrication 
facility (“fab”) consuming as much as 18.2 million L/day (4.8 million gal/day) to produce 
40,000 wafers each month. In addition, much of this water must be “ultra-pure” water, 
which itself consumes water to produce (ultrapure water is used80 to rinse wafers, cool 
special manufacturing equipment and dilute chemicals for manufacturing). Published 
estimates indicate that 1400-1600 liters of water81 are needed to produce 1000 liters of 
ultrapure water, with 1500 liters per unit of ultrapure water needed to produce a single 
30-cm wafer.

Assuming 5000-6000 wafers are needed to stock a 200 MW data center, roughly 
2.3-3.3 million liters (580,000-870,000 gallons) are required to provide the initial 
set of chips. If each set of chips lasts 3-5 years82 and a data center operates for 15 
years, then 4 times that much water is needed, not including the water requirements 
for mining high-grade silica or copper, transportation, or upgrading of ores. This is 
a conservative estimate, since graphics processing units (GPUs) are replaced with 
higher frequency (2-3 years).

Figure 5-3. Summary estimate of water (liters) required for building a 200 MW data center, high range and low 
range by material.��������������������������������������������������
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G. Corporate Initiatives 

Some tech firms self-report water usage. In 2023, Microsoft reported that 42% of its 
water withdrawals company-wide came from stressed areas, and Google reported 
15%.⁷⁶ However, many other tech companies do not self-report. 

Beyond reporting, key data center buyers and operators have made specific 
commitments regarding water use: 

•	 Microsoft has committed to being “net water positive” by 2030, meaning 
it will generate or return a greater volume of water than is consumed 

•	 Google has made a similar commitment, declaring its intent to produce 
or return 20% more water than it consumes by 2030.⁷⁷ 

•	 Amazon Web Services (AWS) began sharing its annual WUE in 2022⁷⁸ 
and has also committed to being “net water positive” by 2030.⁷⁹ 

Not all companies have been as proactive. A 2022 analysis⁸⁰ concluded that only 
16% of data center operators have declared plans to manage water-stress. Although 
leading companies have reported low WUE values, the industry average is significantly 
higher (see Table 5-2)
 

H. Options for water footprint reduction

Companies (e.g., Microsoft,⁸¹ Amazon Web Services⁴⁵ and Meta⁸²,⁸³) are demonstrating 
significant improvements in managing water consumption today, including reducing 
WUE. In most cases, these improvements come from applying advanced cooling 
technologies and increasing purchases of low-carbon electricity. At the same time, 
growing demand is increasing the volume of direct data center water consumption, 
which adds water-stress locally, while increasing use of natural gas and coal 
generation, which adds water-stress to some regions and communities. New, 
expanded and restarted nuclear facilities will consume significant water volumes and 
might add to regional water-stress.

These changes are driven by a combination of internal corporate policies, market 
demands, economic and operational trade-offs, and infrastructure limits. Given these 
dynamics, companies, governments and regulators have a relatively modest list of 
options to consider: 

•	 Siting: Water is consumed where data centers, thermal generation or 
manufacturing operate, so siting plays an outsized role in water planning. 
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Many considerations affect siting choices, including economics, 
infrastructure access, climate and community concerns. Potential water-
stress should factor into siting decisions as well. 

•	 Unsurprisingly, placing key manufacturing sites (e.g., chip fabs) 
and large data centers in water scarce regions can stress 
natural resources and create political and economic challenges. 
Conversely, placing these facilities outside of water scarce 
regions minimizes regional stresses and friction. 

•	 Secondary water supply options may help siting decisions, 
such as potential for water reclamation and reuse.81 Similarly, 
companies may be able to make arrangements with agricultural 
or municipal water users to help reduce the companies’ water 
consumption through interventions. 

•	 Direct: Since the overwhelming majority of direct water consumption 
is associated with cooling during data center operations, the primary 
vector for water footprint reduction is alternative cooling pathways. (See 
Chapter 2.3 of this Roadmap.) 

•	 Indirect: Since the majority of indirect water consumption is associated 
with using thermal electricity generation, the primary vector for water 
footprint reduction is to use non-thermal water sources, chiefly wind and 
solar with battery support. (See Chapter 3.2 of this Roadmap.)  

•	 Embodied: Concrete, steel and chips all consume significant amounts 
of water (including ultra-pure water for chip-making). Producing these 
goods using water-saving approaches and technologies would help 
reduce water-stress. For example, this could include use of reclaimed 
water (e.g., in concrete mixing operations and at chip fabs).81 Specifically 
for concrete, mixing water is an enormous part of the water used. 
Technologies that use CO₂ for binding concrete (e.g., CarbonCure or 
CarbonBuilt) can significantly reduce use of mixing water. Similarly, 
advanced steel production technologies, such as direct reduction of iron 
with electric arc furnace (DRI+EAF) production, would reduce water use 
in general. Ultimately, supply chain standards and procurement policies 
could help reduce embodied emissions.  

The majority of these approaches involve economic and operational trade-offs. For 
example, water scarce regions often have lower land costs, which is a significant 
economic component of facility siting costs. Similarly, procuring building materials 
and chips with low-water footprints may involve paying a green premium or 
accessing limited supplies. Absent regulation or policy-based incentives, it may take 
considerable time for new technologies to enter the market and replace existing kit.
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I. Conclusion 

Significant gaps in data availability and quality limit understanding of data center water 
use. Estimates are often inconsistent, incomplete and lack a local or regional context, 
which hinders investors, policy makers and civil society in making sound decisions 
regarding data center water use. The scale and kinds of water demands from data 
centers must be considered in the context of other water demands in a region or 
nation, such as agricultural or municipal use. Similarly, tracking and quantifying the 
direct, indirect and embodied water consumption of data centers is important in 
developing management plans. 

Technologies, such as improving efficiency, reclaiming and reusing water, and 
prioritizing renewable power over thermal electricity generation, can help reduce 
water-stress from data centers. Especially in regions of water scarcity and high 
water-stress, data center operators should prioritize the use of advanced cooling 
technologies and develop procurement standards for low-water footprint building 
materials and chips to minimize water impacts and strain. Finally, in-depth, systems-
level analyses can identify the most useful technology or regulatory options and reveal 
the costs and trade-offs between water-conserving options. These analyses can serve 
as the basis for policy and private sector solutions.

J. Recommendations

1.	 Governments should assemble and share data related to direct, indirect 
and embodied water consumption from data center construction and 
operation. Data center owners and operators should volunteer to share 
site-specific water use and consumption data proactively and invite third-
party review. If necessary, governments should require disclosure of this 
information.  

2.	 All stakeholders should recognize that data center water use is tiny in 
relation to water use by other sectors globally but can be very significant 
in water-scarce regions.   

3.	 Before siting data centers, data center owners and operators should 
assess likely water impacts, including in particular by consulting with local 
stakeholders. In water-scarce regions, companies should consider several 
steps to reduce likely water impacts: 



228Chapter 5 | Data Center Water Use

ICEF Sustainable Data Centers Roadmap

a.	 Apply advanced cooling approaches to reduce direct water use, 
with potential additional expense. 

b.	 Assess the cost and viability of water reclamation and reuse and 
of increasing water supply (e.g., through desalination). 

c.	 Maximize non-thermal power supplies, including solar, wind and 
batteries, including potential overbuilding of variable renewable 
resources and hybrid load balancing using a mix of thermal and non-
thermal generation. 

d.	 Develop procurement standards for building materials and chips 
with low-water footprints. Where possible, procure low-water 
footprint materials, including the cost of a modest green premium. 

4.	 Governments should support the development of advanced technologies 
that limit the water footprint associated with AI use.  

a.	 Most importantly, governments should support replacing fossil 
generation with non-thermal generation and should encourage use 
of air cooling in existing facilities, both of which would dramatically 
reduce indirect water use.  

b.	 Similarly, governments should support novel cement, concrete and 
steel technology that would reduce water consumption, as well 
as CO₂ emissions. Where possible, companies should accelerate 
adoption and procurement of low-water pathways.  

c.	 Governments should undertake a cost-benefit analysis based on 
the lifetime of operation and seek support to reduce risk and cost. 

5.	 Governments should undertake initial and then systematic analysis to 
understand the technology options, costs and trade-offs between water-
conserving options. These analyses can serve as the basis for policy, 
including regulation or incentives. Data center builders and operators 
should share their data with government agencies to help identify low-cost, 
large-volume options for water footprint reduction. 
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As data centers expand globally, the amount of electronic waste (e-waste) they 
generate is growing. This waste includes discarded servers, networking devices, 
batteries, hard drives and other electronic components. 

The total amount e-waste produced by data centers is unknown. One related study 
found that the artificial intelligence (AI) boom could add 1.2-5 million metric tons of 
e-waste cumulatively between 2020 and 2030.1 According to the United Nations’s 
(UN) Global E-waste Monitor, e-waste from all sources (including consumer electronics, 
lighting equipment and household appliances) was 62 million metric tons in 2022 and 
is projected to reach 82 million tons by 2030.2 

Proper management of e-waste is crucial. If not handled correctly, hazardous materials 
in e-waste (such as lead, mercury and cadmium) can leach into soil and water and 
pose serious environmental and health risks.2 Improper disposal of e-waste also 
causes loss of valuable materials including gold, iron, copper and rare-earth elements. 
(UN estimates placed the value of metals in e-waste in 2022 at approximately $91 
billion.2) The majority of e-waste is not recycled and ends up in landfills or exported 
(in some cases to countries without proper recycling infrastructure or regulatory 
oversight).1 

Some data center e-waste is recoverable and reusable, presenting a promising 
opportunity for circular economy strategies such as reuse, refurbishment and 
component harvesting.3 In the United States, roughly 60% of the 20-70 million 
hard disk drives (HDDs) destroyed each year could be reused.3 Some major tech 
companies are addressing these issues through refurbishment and reuse programs 
to extend hardware life, wiping data to allow for safe redeployment and partnering 
with certified recyclers for material recovery. For example, Microsoft operates a 
“Circular Center,” which has achieved 90.9% of reuse and recycling for servers and 
components.4,5 Google also runs programs to refurbish, reuse and recycle its e-waste.6 
One study found that implementation of circular economy strategies throughout the 
generative AI value chain could reduce e-waste generation by 16-86%.1 
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Many data center operators are adopting zero-waste certification standards and 
prioritizing circular economy principles in their designs.7 However, security concerns 
remain challenging, leading to the destruction of reusable devices. A recent study 
estimated that 49% of devices from data centers were destroyed for privacy reasons, 
although 47% were still functional.8 Further, when devices are recycled, different 
challenges arise. Careful management is needed to prevent adverse environmental 
and health impacts. Global recycling standards are lacking and international shipments 
often result in inadequate environmental oversight.9,10 

Data center decommissioning is a critical stage for minimizing e-waste. Effective 
management of decommissioning can reduce e-waste, cut costs, and reduce legal, 
environmental and reputational risks, while still protecting sensitive data. However, 
there is currently an overall lack of standardization, transparency and oversight. 

The AI boom will likely produce growing quantities of e-waste from data centers. A 
multifaceted approach and public-private partnerships can help manage this problem. 
 
 

Recommendations

1.	 Governments should:
a.	 Adopt and harmonize global standards for reuse, refurbishment 

and recycling of e-waste, including for sanitization of data-bearing 
information technology (IT) equipment 

b.	 Adopt and strengthen extended producer responsibility rules.

2.	 Data center operators should:
a.	 Refurbish, resell or donate retired equipment; process that 

equipment through certified recyclers; and publicly report end-of-life 
outcomes 

b.	 Prioritize measures to reduce equipment turnover, such as regular 
preventative maintenance

c.	 Reduce equipment purchases where possible by using tools such 
as virtualization, cloud computing and shared infrastructure 

3.	 Manufacturers should:
a.	 Design modular equipment that is easily repaired and 

disassembled, provide spare-part support, include clear recyclability 
labeling, and establish validated pathways for reuse, resale or 
refurbishment

b.	 Prioritize use of recycled or easily recyclable materials
c.	 Reduce or eliminate use of hazardous materials
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D ata centers are foundational infrastructure for the digital economy—
powering email systems, video streaming, e-commerce, artificial intelligence 
(AI) models and more. As the digital economy has grown rapidly in recent 

years, governments around the world have paid increasing attention to data centers’ 
energy use and environmental impacts. Electricity demand from data centers has 
received particular attention. Data centers’ greenhouse gas emissions, local air 
pollutants, water consumption and e-waste have received attention as well. 

Policymakers use a range of policy tools to address data centers’ energy use and 
environmental impacts, including disclosure obligations, regulatory standard-setting 
and fiscal incentives. By far the most common policy is a requirement to achieve 
a stated level of power usage effectiveness (PUE)a. Standards for water usage 
effectiveness (WUE)b and disclosure obligations with respect to energy and water use 
are becoming more common as well.

Government policies on data centers’ energy use and environmental impacts vary 
widely by jurisdiction. The European Union and several EU countries have disclosure 
obligations, energy efficiency standards and other policies aligned with their net-

a Power usage effectiveness (PUE) is a data center’s total energy use divided by the energy used by its IT equipment.
b   Water usage effectiveness (WUE) is a data center’s water use divided by the energy used by its IT equipment. WUE is 
typically expressed in liters per kilowatt-hour (L/kWh).
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zero greenhouse gas emissions goals. China, Japan and other Asian governments 
have energy efficiency standards and policies to encourage data centers to use 
renewable power. The policies of the US federal government change dramatically 
from administration to administration, with the current US administration emphasizing 
new data center construction as a high priority while deemphasizing environmental 
protection. (Some US states take a very different approach.)

Economy-wide policies (not focused on data centers) play an important role in data 
centers’ energy use and environmental impacts. Policies to promote decarbonization 
of the electric grid, for example, help determine greenhouse gas emissions from data 
center power use. (See Chapter 3.2 of this Roadmap.) Energy efficiency standards for 
commercial buildings, which often apply to data centers, guide the technology choices 
and management practices of facility operators.

This chapter reviews government policies that specifically address data centers’ 
energy use and environmental impacts. (Economy-wide policies not focused on data 
centers are mostly beyond the scope of this chapter.) Section A provides a global 
policy landscape, summarizing policies in key jurisdictions. Section B examines 
policies by topic, summarizing policies on disclosure, adequacy of power supplies, 
energy efficiency, renewable power, greenhouse gas emissions, local air pollution, 
water use and e-waste. Section C discusses the impacts of government data center 
energy and environment policies. Section D offers recommendations. 

A. Global Policy Landscape

i. European Union (~10% of global data center capacity)1
 
European data center policies 
reflect the European Union’s strong 
commitment to climate action and 
environmental protection more 
broadly. Under the European Green 
Deal and Energy Efficiency Directive 
(EED) recast of 2023, most data 
centers must report annually on 
energy and environmental metrics 
(including energy use, PUE, water 
use and waste-heat utilization), 
implement plans for continual energy 
efficiency improvement, and use 

or recover waste heat.²,³ The European Commission has adopted a sustainability 
rating system for data centers to benchmark facilities on energy, carbon emissions 
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and water efficiency.² The Climate Neutral Data Centre Pact (supported by the 
European Commission) commits data center operators to reach 100% carbon-free 
power by 2030 and meet ambitious energy efficiency targets (e.g., annual PUE ≤1.3 
in cool climates and ≤1.4 in warm climates). While voluntary, the Pact was intended in 
substantial part to pre-empt stricter regulation.⁴

Several EU countries have their own policies to promote data center sustainability, 
including the following:

•	 The German government requires data centers to source at least 50% 
of their power from renewable sources. Starting in 2026, new data 
centers must have a PUE 1.2 or less and reuse at least 10% of their waste 
heat. Starting in 2027, all data centers in Germany must source 100% 
of their power from renewable sources, and new data centers must 
reuse at least 15% of their waste heat. Starting in 2030, all data centers 
in Germany must have a PUE of 1.3 or less, and new data centers must 
reuse at least 20% of their waste heat.⁵-⁷  

•	 The Irish government imposed a moratorium on data center 
development and is now considering a proposal to require any new data 
center to provide dispatchable generation and/or storage capacity equal 
to its load on-site or nearby.⁸-¹⁰ 

•	 Denmark recently took several steps to promote the use of waste heat 
from data centers, including lifting a price cap that limited incentives for 
use of surplus waste heat and requiring data centers over 100 kW to 
assess the feasibility of heat recovery.¹¹-¹³

ii. China (~28% of global data center capacity)1

The Chinese government has 
adopted a range of policies to 
improve the energy efficiency 
and reduce the environmental 
impact of data centers. All new 
large data centers were required 
to achieve a PUE ≤1.3 by the 
end of 2023.¹⁴,¹⁵ The Chinese 
government aims to reduce the 

average PUE of data centers nationwide to 1.5 by the end of 2025.¹⁶,¹⁷ The central 
government’s July 2024 Special Action Plan for Green and Low-carbon Development 
of Data Centers calls for increasing data centers’ renewable energy utilization by 
10% each year.¹⁷,¹⁸ Some provinces, including Inner Mongolia, encourage pairing data 
centers with renewable power sources.¹⁹,²⁰
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A signature policy is the “Eastern Data, Western Computing” initiative launched in 
2022. To serve demand in dense eastern cities, Beijing is incentivizing new hyperscale 
data center clusters in western provinces where wind, solar and hydro power (as well 
as land) are more plentiful. By shifting workloads west, the Chinese government aims 
to decouple data growth from coal-heavy grids in the east.²¹,²²

iii. United States (~47% of global data center capacity)1

On July 23, 2025, the Trump 
administration released its AI 
Action Plan and three related 
executive orders. These 
policy documents call for (1) 
rapid construction of new 
data center capacity in the 
United States, (2) streamlined 
environmental permitting, (3) 
priority interconnection of 
dispatchable power sources, 
including geothermal and 
nuclear power, (4) construction 
of data centers and power 
generation for data centers 
on federal lands and (5) 
greater use of AI to accelerate 
environmental reviews, among 
other policies.²³,²⁴

Many US government policies change significantly from administration to 
administration. Data center energy and environment policies are no exception. 
Although the Trump administration’s strong support for new data center construction, 
geothermal power, nuclear power and the use of AI to accelerate environmental 
reviews are all broadly consistent with Biden administration policies, the current US 
administration takes a very different approach than its predecessor with respect to 
several issues including climate change, energy efficiency, solar power and wind 
power: 

•	 The Biden administration directed all federal facilities, including data 
centers, to procure 100% carbon-free electricity by 2030. The Trump 
administration reversed this directive.²⁵,²⁶ 
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•	 For many years, federal agencies ran voluntary energy efficiency 
programs related to data centers, such as ENERGY STAR for Data 
Centers (an efficiency certification) and DOE’s Better Buildings Data 
Center Challenge. These programs are being cut significantly or 
eliminated under the Trump administration.²⁷ 

•	 The Biden administration strongly supported solar and wind power, 
including for data center development.²⁸ The Trump administration  
does not. 

Many US states have laws and policies related to data center energy use and 
environmental impacts. California, for example, offers incentives for data centers to 
use renewable energy and requires data centers to meet energy efficiency standards 
and disclose greenhouse gas emissions.²⁹-³¹ Washington exempts data centers that 
meet green building standards from sales and use taxes.³² In June 2025, the Texas 
legislature passed a law requiring data centers and other large electric loads to pay for 
grid upgrades related to their power demand and to enable remote disconnection for 
grid operators to use in emergencies.³³-³⁵ 

iv. Japan (~4% of global capacity)1

In 2022, Japan’s Energy Conservation 
Act was expanded to cover data 
centers, introducing mandatory 
energy management and reporting 
requirements for large facilities. 
Operators must report PUE and other 
metrics to Ministry of Economy, Trade 
and Industry (METI) annually and are 
expected to meet a “benchmark” 
PUE target of 1.4—a value set based 
on performance of the best 15% of 
facilities. Data centers that fail to make 
adequate efficiency improvements 
receive guidance, corrective orders and ultimately public disclosure or fines. Facilities 
achieving the PUE target may be recognized and eligible for energy-efficiency 
subsidies. This functions like a “top runner” program for data centers, continuously 
tightening as more operators hit the benchmark.³⁶,³⁷  
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Japan’s “GX (Green Transformation) 2040 Vision” encourages locating data centers 
near low-carbon energy hubs (e.g., offshore wind farms and nuclear power plants). 
Announced in late 2024, this policy provides incentives (such as lowered electricity 
costs and tax rates) for companies to build data centers in regions with substantial 
renewable power.³⁸

v. India (~3% of global capacity)1

The Indian government recognizes data centers as critical infrastructure, offering 
data center tax waivers and streamlined regulatory processes. State-specific policies 
encourage data center development as well, with some states offering additional 
incentives for data centers to use renewable energy.³⁹-⁴¹ Tamil Nadu, for example, 
provides a tax waiver to data centers that buy at least 30% of their power from 
renewable sources.⁴² In 2010, the Bureau of Energy Efficiency (part of India’s Ministry 
of Power) and the Confederation of Indian Industries released Energy Efficiency 
Guidelines and Best Practices for Indian Datacenters.⁴³ (The Indian Green Building 
Council (IGBC) has been promoting an ideal PUE of 1.4 to 1.5.)⁴⁴

vi. United Kingdom (~2.5% of global capacity)1

The UK government requires data 
center operators to report their energy 
use and greenhouse gas emissions. 
Data center operators receive 
discounts on the Climate Change 
Levy—a tax on business energy 
use—if they meet energy efficiency 
targets.⁴⁵-⁴⁷ These measures are part 
of broader efforts to align the sector 
with the UK's net-zero emissions target 
by 2050. To support this transition, 
the UK government has introduced 
the AI Energy Council, a cross-sector 
platform aimed at managing the energy 
demands of AI and data centers while 
meeting clean energy targets.⁴⁸
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vii. Singapore (~2% of global capacity)1 

Singapore is a critical data center hub in Asia and one of the first to tie data center 
expansion to energy and environment issues. From 2019-2022, the Singapore 
government imposed a moratorium on new data centers due to power and land 
constraints. In 2022, the government lifted the moratorium but imposed strict 
standards under its Pilot Data Centre Sustainability Call. New facilities must meet 
“best-in-class” efficiency standards, including a design PUE of 1.3 or lower and obtain 
Green Mark Platinum certification. In 2024, the Singapore government released 
a Green Data Centre Roadmap. The Roadmap includes plans to add 300 MW of 
data center capacity, with 200 MW allocated to operators who use green energy. 
Singapore’s data center best practices and building codes also include water 
efficiency measures (measured by WUE).⁴⁹-⁵³  

viii. Gulf States (~1% of global capacity, but growing 
rapidly)54 

Under its Vision 2030 program, the Saudi government is investing in large-scale 
renewable energy projects to support data center operations, including the $5 
billion net-zero AI data center being developed at Neom's Oxagon hub. The Saudi 
government is also encouraging the growth of green data centers through tax 
incentives, grants and investments in renewable energy infrastructure.⁵⁵ The UAE 
government has established the National Team for Reviewing the Impact of Data 
Centers on the Energy Sector, which includes representatives from various ministries 
and digital authorities. This team is tasked with analyzing the impact of data centers 
on energy demand, evaluating the local market, and developing federal policies to 
regulate the operation of data centers.⁵⁶ 

ix. Rest of the world
 

•	 Australia and New Zealand (~1.5% of global capacity).¹ Australia's 
government mandates that any data center hosting public sector 
workloads must achieve a PUE of 1.4 and a 5-star rating under the 
National Australian Built Environment Rating System.⁵⁷ New Zealand 
has no mandatory energy or emissions standards for data centers, 
but its clean electric grid (80% renewables) has attracted interest from 
hyperscalers committed to low-carbon data center development.⁵⁸,⁵⁹  

•	 South Korea (<1% of global capacity).¹ South Korea's government 
requires new data centers to meet energy efficiency criteria as part of 
their power connection approvals.⁶⁰



247Chapter 6 | Policy

ICEF Sustainable Data Centers Roadmap

•	 Southeast Asia (~1% of global capacity).¹ The Malaysian government 
offers tax incentives for data centers that achieve several sustainability 
metrics, including a PUE of 1.4 and WUE of 2.2 m³/MWh.⁶¹,⁶² The 
Indonesian government announced a Green Data Center policy in 2022 
and is exploring public-private partnerships to develop green data 
centers.⁶³,⁶⁴  

•	 South America, Central America and Caribbean (~1.5% of global 
capacity).1 Few countries in the region have policies specifically 
addressing data center sustainability, although many have policies 
promoting renewable energy and energy efficiency that affect data 
centers. The Mexican government provides subsidies for the use of 
renewable energy by data centers.⁶⁵  

•	 Africa (~1% of global capacity).¹ Africa's data center sector is expanding, 
especially in Kenya (where 90% of the power is from renewable 
sources) and South Africa. Governments in both countries are facilitating 
renewable power projects to meet the demand for cleaner energy in 
data centers.⁶⁶ 

x. International organizations 

The International Energy Agency (IEA) has emerged as a key global institution for 
collecting and sharing information on data centers’ energy use and environmental 
impacts. The IEA’s Energy and AI Observatory, launched in early 2025, is an important 
knowledge hub contributing to global policy development.¹ The International 
Technology Union also does work in this area.⁶⁷

Under the Basel Convention (a treaty with more than 191 member countries), countries 
may not export e-waste to countries without authorized recycling facilities.⁶⁸

B. Topics 

Government policies with respect to data centers’ energy and environmental impacts 
touch a wide range of topics. This section summarizes policies with respect to data 
centers’ (1) disclosure of energy use and environmental impacts, (2) impacts on the 
adequacy of power supplies, (3) energy efficiency, (4) renewable energy use, (5) 
greenhouse gas emissions, (6) emissions of local air pollutants, (7) water use and (8) 
e-waste.
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i. Disclosure

Many governments around the world require data center operators to disclose 
information on energy use, water use and greenhouse gas emissions. Some 
governments require corporate-level disclosures; others require disclosure at the 
facility level. Some governments release the disclosures publicly; others keep the 
disclosures private. Examples of such disclosure requirements include the following:

•	 The EU’s Energy Efficiency Directive (EED Article 12) requires data center 
operators with an information technology (IT) power demand of at least 
500 kW to monitor and report on their energy and water use at a facility 
level. This information is published in a public database.¹⁷,⁶⁹,⁷⁰ The EU’s 
Corporate Sustainability Reporting Directive (CSRD) requires data center 
operators to regularly report on energy and environmental indicators, 
including PUE, renewable power as a percentage of total power use 
(Renewable Energy Factor or REF), and carbon dioxide emissions per 
unit of energy consumed by IT equipment (Carbon Usage Effectiveness 
or CUE).  

•	 Germany's Energy Efficiency Act (Energieeffizienzgesetz, EnEfG) requires 
data center operators to report annually to the government on both 
energy efficiency and total water consumption.⁷¹,⁷² 

•	 China’s “Eastern Data, Western Computing” initiative requires 
participating data centers to report energy efficiency metrics to 
authorities.⁷³,⁷⁴ Under the Special Action Plan for Green and Low-Carbon 
Development of Data Centers, Chinese data center operators must 
track and improve indicators, including PUE and renewable energy use. 
Facility-by-facility data are not made public.¹⁹  

•	 Japan’s Energy Conservation Act requires data center companies that 
exceed certain size thresholds to submit energy reports to METI.⁷⁵ 

•	 California's Climate Corporate Data Accountability Act (SB 253) requires 
businesses with over $1 billion in annual revenues operating in California 
to report their Scope 1, 2 and 3 greenhouse gas emissions. This affects 
many data centers.⁷⁶,⁷⁷

Data center disclosure requirements are expanding to a growing number of 
jurisdictions and topics. Broad sustainability reporting mandates (covering energy 
and water use, greenhouse gas emissions and other topics) are becoming standard 
for large companies in Europe and the Asia-Pacific, requiring data center operators to 
publicly disclose their energy use and environmental impacts. A growing number of 
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jurisdictions now require data centers to report energy use at the facility level. Several 
jurisdictions, including the EU and California, now require data center operators to 
report Scope 3 emissions (indirect emissions throughout the entire supply chain).¹⁷,³⁶  

ii. Impacts on adequacy of power supply

The rapid growth of data center electricity demand is placing strains on power grids in 
many regions, raising concerns about the adequacy of electric power supplies (known 
as “resource adequacy”). Policy responses include grid connection restrictions and 
grid upgrade requirements. 

a.	 Grid connection restrictions. Several jurisdictions with grid 
constraints have paused or limited new data center connections:  

•	 The Singapore government imposed a moratorium on new data 
center projects from 2019 to 2022, citing constraints on energy 
resources. The government has since lifted the pause but now 
grants approvals only through a pilot program for a limited 
number of new projects that can demonstrate best-in-class 
efficiency and have designs that minimize burden on the grid.⁷⁸ 

•	 In 2022, the Irish government announced that it would no longer 
accept interconnection applications for data centers in Dublin.⁷⁹,⁸⁰  

•	 The city of Amsterdam has a near-total ban on new data centers 
in certain areas and strict requirements related to land use and 
grid impact for the few locations where data center development 
is permitted.⁸¹ 

•	 In Northern Virginia, several county and municipal governments 
have imposed restrictions on new data center development. 
In March 2025, the Loudoun County Board of Supervisors 
eliminated “by-right” development of data centers (which means 
special exceptions are now required to develop any new data 
centers in the county). In September 2024, the Fairfax County 
Board of Supervisors approved an ordinance imposing strict 
locational, design, and noise reduction requirements on new data 
centers. ⁸²,⁸³ 

b.	 Grid connection requirements. Some jurisdictions require 
data centers to fund infrastructure upgrades as a condition for 
interconnection. The Texas legislature passed such a law in June 
2025 (also requiring that data centers allow remote disconnection 
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in the event of grid emergencies).³³ In Ireland, the electricity 
regulator has proposed that new data centers will be required to 
provide generation and/or storage capacity to match the requested 
connection capacity.⁸⁴ 

iii. Energy efficiency 

Improving energy efficiency is a core objective of data center policies in many 
jurisdictions around the world. The policy toolkit includes energy efficiency standards, 
fiscal incentives and requirements to use waste heat. Many energy efficiency policies 
focus on PUE as a key metric.  

a.	 Energy efficiency standards. Many jurisdictions require data centers 
to meet energy efficiency targets. PUE is overwhelmingly the most 
common metric 

•	 The European Union sets PUE targets for new data centers (1.3 in 
cold climates and 1.4 in hot climates) as part of the Climate Neutral 
Data Centre Pact (a voluntary pact established in part to avoid 
more stringent regulation).⁸⁵ 

•	 Under Germany’s Energy Efficiency Act (Energieeffizienzgesetz, 
EnEfG), all data centers must progressively improve PUE. Starting 
July 1, 2026, new data centers must achieve PUE ≤1.2—one of the 
world’s most stringent data center energy efficiency standards.⁸⁶ 

•	 The Chinese government has a national average PUE target 
of 1.5 or below for domestic data centers.¹⁶ The “Eastern Data, 
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Western Computing” initiative funnels new data centers to 
western regions with ample land, significant renewable power 
and cool temperatures. These new data centers are required to 
be highly efficient (PUE well below 1.5) and use free cooling when 
possible.⁸⁷   

•	 The Singapore government has a PUE target of ≤1.3 at 100% IT 
load over the next 10 years.⁵¹,⁸⁸ 

•	 The Australian government requires any data center housing 
federal agencies’ data to achieve a 5-star rating under the 
National Australian Built Environment Rating System (NABERS), 
which includes a requirement to achieve a PUE roughly 
equivalent to 1.4.¹⁷,⁸⁹ 

b.	 Fiscal incentives. Several governments offer reduced tax rates for 
data centers that meet energy efficiency benchmarks. The French 
government, for example, offers a reduced electricity tax rate for 
operators of energy efficient data centers that adopt certain best 
practices.⁹⁰ The UK government offers a discount on the Climate 
Change Levy (an energy tax) to data center operators that commit 
to meeting energy efficiency targets (often PUE or energy usage per 
rack).⁹¹,⁹² 

c.	 Waste heat reuse. Several jurisdictions impose requirements related 
to waste heat reuse in data centers. (See Chapter 2.4.) The European 
Union requires data centers to reuse waste heat where technically 
and economically feasible.⁹³ The German government imposes 
steadily increasing waste heat reuse obligations on new data centers 
in the years ahead.⁸⁶,⁹⁴ 

Governments take a range of other approaches to improving data center energy 
efficiency. The Japanese government encourages data centers to be energy efficient 
with technical guidance and periodic reviews.³⁶,³⁷ In the United States, some state 
public utility commissions encourage utilities to run energy efficiency incentive 
programs targeting data centers. In California and Oregon, for example, power 
companies offer rebates for installing more efficient cooling or IT equipment.³⁶,⁹⁵

Energy efficiency policies for data centers are a mix of carrots and sticks, including 
energy efficiency standards (mainly PUE) and tax breaks. There is a trend toward 
more ambitious approaches, with steadily lower requirements for PUE and higher 
requirements for waste heat reuse (although the current US federal government is 
moving in the opposite direction—an important exception).
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iv. Renewable energy 

A growing number of governments require data centers to purchase renewable power 
or promote construction of data centers near renewable energy sources. Examples 
include the following:

•	 The German government requires data centers to cover 50% of their energy needs 
with unsubsidized renewable electricity, increasing to 100% by 2027.⁸⁶ 

•	 The Chinese government aims to increase data centers' renewable energy 
utilization rate by 10% annually. Policies support direct transmission of renewable 
electricity to data centers 
and establishment of 
"green power industrial 
parks" with dedicated 
renewable sources and 
storage.¹⁶,¹⁷,¹⁹ Some 
provincial and municipal 
governments in China 
now require new data 
centers to include 
renewable energy 
integration plans (like 
solar panels on site or 
agreements to buy wind 
power) when seeking 
approval.⁹⁶ 

•	 The Irish government promotes co-location of renewable generation facilities with 
data centers and encourages advanced energy storage solutions. (85% of data 
centers in Ireland reportedly use renewable energy sources.⁹⁶) 

•	 The Japanese government’s GX 2040 Vision supports relocating tech industries near 
carbon-neutral energy hubs, including offshore wind farms and nuclear plants.³⁸  

v. Greenhouse gas emissions 

A few jurisdictions have adopted greenhouse gas goals for data centers. Many 
jurisdictions have broader policies that affect data centers’ greenhouse gas emissions, 
such as carbon taxes, emissions trading programs or economy-wide carbon neutrality 
goals. (See Chapter 3 for a broader discussion of data center greenhouse gas 
emissions.) The energy efficiency and renewable energy policies described above 
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generally help reduce greenhouse gas emissions from data centers as well.c  

a.	 Data center carbon neutrality goals. The Japanese government’s 
Green Growth Strategy calls for data centers to be carbon neutral by 
2040.⁹⁷ A European Commission white paper on Shaping Europe’s 
Digital Future (February 2020) says that data centers “can and should 
become climate neutral by 2030.”⁹⁸  

b.	 Broader climate change programs. Globally, at least 80 jurisdictions 
have implemented carbon taxes or emissions trading programs.⁹⁹ At 
least 139 countries representing more than 76% of global GDP have 
pledged carbon neutrality.¹⁰⁰,¹⁰¹ Although these programs generally 
do not mention data centers specifically, they play an important role 
in reducing data centers’ greenhouse gas emissions – in particular 
from offsite power plants that sell electricity to data centers (Scope 2 
emissions) and from manufacturers of iron, steel, cement, electronic 
equipment and other products in the data center supply chain (Scope 
3 emissions). (See Chapters 3.2 and 3.3 of this Roadmap.) 

vi. Local air pollution  

Many data centers rely on diesel-fired generators for backup power. These generators 
are used sparingly but emit nitrogen oxides (NOx), particulate matter and other local 
air pollutants when used. Citizen groups are increasingly raising concerns about air 
pollution related to backup generators at data centers, especially in Virginia (which 
has the largest concentration of data centers in the world).¹⁰²-¹⁰⁵ Governments have a 
range of policies to address this problem, including emissions standards, zoning rules 
and policies to promote cleaner backup power.  

a.	 Emissions standards. In the United States, emergency backup generators 
are subject to relatively lenient federal emissions standards, provided they 
run during outages and are limited testing only.¹⁰⁶-¹⁰⁸ In the EU, data center 
generators are generally subject to emissions limits under the Medium 
Combustion Plant Directive (MCPD). If a data center has a large diesel 
capacity that runs beyond emergency use, it could be regulated under the 
Industrial Emissions Directive (IED), which has stricter permitting rules.¹⁰⁹

c  In some situations, energy efficiency and renewable energy policies might not reduce greenhouse gas emissions from 
data centers. This could happen if (a) energy efficiency improvements lead only to more computation at a data center and 
not to less energy consumption (a 100% rebound effect) or (b) renewable power supplies in a region are fully utilized and 
unable to expand, so requiring data centers to use renewable power simply displaces businesses that would otherwise have 
used renewable power, forcing them to use higher-carbon power such as coal or natural gas instead. These situations are by 
no means impossible, but in most cases greater energy efficiency and more renewable power will reduce greenhouse gas 
emissions.
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b.	 Zoning. The clustering of data centers has led to targeted zoning 
and permitting rules to mitigate hotspots of diesel exhaust and noise. 
In 2024, Fairfax County, Virginia limited the size of data centers in 
certain zones and included stricter site plan requirements (e.g., placing 
generators away from residential property lines) to address air pollution 
and noise concerns.¹⁷,¹¹⁰ 

Some governments are funding pilots and demonstrations to develop cleaner 
backup generators. The EU has funded projects exploring hydrogen fuel cell 
generators for large data centers, and some European data centers have tested 
fuel cells in place of diesel generators.¹¹¹ 

vii. Water use

Governments are addressing data centers’ water use with a range of policies including 
disclosure requirements, efficiency or effectiveness targets, and required use of 
reclaimed water.

a.	 Disclosure requirements. The European Union requires annual 
disclosure of data center water withdrawals and consumption (EED 
Article 12).²,¹¹² The German government requires data centers to 
report total water consumption and water use efficiency indicators 
(Energy Efficiency Act).⁷²,¹¹³ 

b.	 WUE requirements. A growing number of governments are imposing 
requirements related to WUE or similar water use measures. (For a 
broader discussion of WUE and data center water use, see Chapter 
5.) The Chinese government, for example, requires data centers 
serving government needs to use no more than 2.5 L/kWh of IT 
energy.¹¹⁴,¹¹⁵ Governments in Beijing, Ningxia and Gansu mandate 
higher water use efficiency for data centers and are phasing out 
those with low water efficiency.19 The Singapore government aims to 
reduce the median WUE for data centers from 2.2 m³/MWh in 2021 to 
2.0 m³/MWh or lower by the early 2030s.⁵¹,⁸⁸ 

c.	 Reclaimed water. In the western United States, some municipalities 
require use of reclaimed water for cooling and/or stipulate maximum 
water withdrawal amounts in permits.¹¹⁶ The Loudon County, Virginia 
government supports a pipe network that provides reclaimed water to 
data centers.¹¹⁷ Singapore encourages use of reclaimed water as well.¹¹⁸
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Other policy tools for managing data center water use include the requirement 
to submit water management plans (such as in Singapore).⁸⁸ Water use policy for 
data centers is evolving, with more disclosure requirements, as well as incentives 
or mandates pushing facilities to adopt cooling solutions that drastically reduce 
freshwater consumption.¹¹⁹ 

viii. E-waste 
   
The management of electronic waste (e-waste) generated by data centers is a growing 
concern. (See Text Box on E-Waste.) Key policies include the following: 

a.	 Hazardous materials restrictions. Many jurisdictions—including 
the EU, China, South Korea and California—limit or prohibit the use 
of toxic substances, such as lead, cadmium and brominated flame 
retardants, in electronics.¹²⁰  

b.	 E-waste recycling mandates. Many jurisdictions have laws requiring 
electronic equipment to be collected and recycled at end-of-life. 
This obligation is often imposed on the manufacturer or importer (an 
approach known as “extended producer responsibility”). A leading 
example is the EU’s Waste Electrical and Electronic Equipment 
Directive, which obligates manufacturers of electronic goods, 
including servers and IT hardware, to finance and facilitate the take-
back and recycling of e-waste. In 2021, Singapore introduced an 
E-Waste Management System that places responsibility on producers 
and importers to collect and recycle e-waste. At least 25 US states 
have legislation addressing e-waste, with a range of provisions 
including mandatory recycling requirements and landfill bans.¹²¹-¹²⁵ 

c.	 Import and export bans. China historically was a destination 
for global e-waste, but in 2017 it banned e-waste imports. Other 
countries, including Thailand, have adopted similar laws.¹²⁶-¹²⁸ Under 
the Basel Convention, countries may not export e-waste to countries 
without authorized recycling facilities. More than 190 countries are 
Parties to the Basel Convention.⁶⁸,¹²⁹  
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C. Impacts of Government Policies

Government policy makers are paying increasing attention to data centers’ energy 
use and environmental impacts, due largely to the surge in data center construction in 
recent years.¹⁷,⁴⁷,¹³⁰,¹³¹ In the United States, for example, more than 500 bills related to 
data center energy use were introduced in state legislatures in the first seven months 
of 2025—an enormous increase in the number of such bills from prior years.¹³² A 
series of new measures are under consideration in the European Union, Japan and 
elsewhere.⁹,¹⁷

Yet the literature evaluating the impact of data center energy and environment policies 
is sparse. A 2021 report for the Australian government reviewed studies on energy 
efficiency of data centers, concluding that “There is little evidence on the effectiveness 
of the metrics, policies and certifications described in this report.”¹³³ A 2024 report 
for the IEA on policies regulating data center energy use found that “most have not 
been in place long enough for their effectiveness to be evaluated.”¹³⁴ A search for this 
Roadmap yielded very few studies evaluating the impact of data center energy and 
environment policies.

Several factors make evaluating the impacts of government policies in this area 
difficult. 

First, data are limited. Data center owners and operators do not typically disclose 
energy use at the facility level. Some companies volunteer such information for 
some sites, but facility-level disclosure of energy use at data centers is not standard 
industry practice. (Facility-level disclosure of water use is more common.)¹³⁴-¹³⁷ Some 
jurisdictions require disclosure of data center energy use at the facility level, although 
the information may be closely held by governments and not available to the public. 
(See Section B.i of this chapter.) 

Second, data center operators have incentives to improve energy and environmental 
performance independent of government policies. Energy efficiency measures 
can reduce costs and increase output. Use of solar and wind power can speed 
development of data centers and, in many locations, cut costs as well.¹³⁸ “Green” 
policies can help improve public acceptance of data centers, which are becoming 
increasingly controversial in some jurisdictions, and head off regulation through 
voluntary action.¹³⁹,¹⁴⁰ These factors and others can make it difficult to determine which 
trends result from government policies and which result from other factors. 
Third (and related to the foregoing), the data center industry has longstanding 
voluntary initiatives to promote clean energy and reduce environmental impacts.¹⁴¹,¹⁴² 
Indeed the pledges and actions of some of the industry’s leading companies with 
respect to renewable power and greenhouse gas emissions are significantly more 
ambitious than the policies of many governments.¹⁴³,¹⁴⁴ (See Chapter 3 and text box on 
Voluntary Industry Initiatives in this Roadmap.) Figuring out when government policies 
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are additive to voluntary initiatives can sometimes be challenging.

Recognizing these challenges, this section considers three questions with respect to 
the impacts of data center energy and environmental policies. 

First, do current government policies to promote data center energy efficiency have 
significant impacts? 

There are reasons to be skeptical: 

•	 Most government policies on data center efficiency focus on PUE; 
however, PUE is a very limited metric. PUE measures the energy 
efficiency of cooling, lighting and other systems that support servers 
at a facility, but not the energy use per unit of computation or work.¹⁴⁵ 
PUE is somewhat analogous to measuring the energy used by a car’s 
air conditioning, lighting and other support systems, but not the car’s 
miles-per-gallon or liters-per-kilometer. 

•	 In addition, as noted above, many data center operators have 
significant incentives to improve energy efficiency independent 
of regulatory requirements. This is especially the case where 
electricity costs are high (such as in much of Europe) and where 
access to power is the biggest short-term constraint to data center 
development (such as in the United States today).   

•	 Finally, rebound effects (Jevon’s Paradox) significantly complicate 
assessments of the impact of energy efficiency policies related to 
data centers. More energy efficient equipment may lead to more 
computation at a site, not less energy consumption—indeed, it likely 
already has. Some important objectives of policies to improve the 
energy efficiency of data centers may not be achieved in whole or 
in part due rebound effects, although the topic needs considerably 
more study.¹⁴⁶-¹⁴⁸ (See Chapter 1.) 

Despite the foregoing, some government policies may help improve energy efficiency 
at data centers.¹⁴⁰ The US government’s ENERGY STAR program has been praised 
for helping data center owners and operators improve energy efficiency and save 
money.¹⁴⁹ The EU’s Code of Conduct for Energy Efficiency in Data Centers Energy 
Efficiency may have had similar impacts.¹¹¹ The 2024 IEA study noted above found that 
stricter PUE limits and other government policies would likely reduce energy use at 
data centers in the years ahead.³⁶ 
 
Further study on this topic is needed to help guide policymakers. 
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Second, are governments using the right metrics in data center energy and 
environment policies?  

Again, there are reasons to be skeptical.
  
A wide range of metrics are available to assess the energy and environmental impacts 
of data centers. Some of these metrics have been discussed and analyzed by experts 
for many years: 

•	 In 2010, Japan’s Green IT Promotion Council proposed a metric it 
labeled Data Center Performance per Energy (DPPE), which considers 
factors beyond the energy efficiency of a facility’s cooling, lighting 
and other support systems, including the energy efficiency of the IT 
equipment (IT Equipment Energy Efficiency or ITEE), how effectively 
IT equipment in the data center is being used (IT Equipment 
Utilization or ITEU), and the proportion of renewable or green energy 
sources used (Green Energy Coefficient or GEC).¹⁵⁰,¹⁵¹  

•	 The Green Grid, an industry organization committed to resource 
efficient data centers since 2007, recently proposed two new metrics: 
Data Center Resource Effectiveness (DCRE), which “integrates 
multiple factors that include water usage, geographic consideration, 
and facility energy effectiveness,” and IT Work Capacity (ITWC), 
which “equips operators to boost energy efficiency [and] supports 
compliance with global regulations.”¹⁵² 

•	 Other relevant metrics include the percentage of energy captured 
for reuse (Energy Reuse Factor or ERF) and two metrics mentioned in 
section B.i of this chapter—renewable power as a percentage of total 
power use (Renewable Energy Factor or REF) and carbon dioxide 
emissions per unit of energy consumed by IT equipment (Carbon 
Usage Effectiveness or CUE).¹⁵³ 

These metrics and others are important for capturing the full range of data centers’ 
energy and environmental impacts. Yet despite a rich literature on these metrics, few 
government policies refer to metrics other than PUE. There are exceptions, including 
the EU’s Corporate Sustainability Reporting Directive (CSRD), which requires reporting 
on metrics including REF and CUE, and the growing number of policies that refer to 
WUE. But the use of metrics other than PUE is not common, frequently limiting the 
impact of government policies. 
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Third, what impact do broad economy-wide policies have on data centers’ energy 
and environmental performance? 
 
Although rigorous studies are lacking, broad economy-wide policies appear to have 
significant impacts on data centers’ energy and environmental impacts. Low-carbon 
goals for the power sector, for example, are central to reducing the carbon footprint of 
data centers buying electricity from the grid. As noted above, at least 80 jurisdictions 
have implemented carbon taxes or emissions trade programs⁹⁹; at least 139 countries 
representing more than 76% of global GDP have pledged carbon neutrality.¹⁰⁰,¹⁰¹ 
Virginia, which hosts the world’s largest data center hub, requires utilities to supply 
100% carbon-free electricity by 2045.¹⁵⁴ Policies to speed the permitting of solar 
and wind power help data center developers meet their voluntary renewables 
procurement goals.¹⁵⁵   

Green finance policies are another example. As data centers adopt more sustainable 
practices, they have leveraged green finance products to help access financing 
and reduce costs.¹⁵⁶ Equinix, the largest global data center and colocation provider 
of cloud computing, has issued approximately $5.6 billion of green bonds to build 
sustainable data centers, including a colocation data center in Paris.¹⁵⁷ Fund manager 
and property owner Areim has raised a total of $971 million to support development of 
sustainable data centers in Nordic countries through its Areim DC Fund.¹⁵⁸ Singapore-
based DayOne Data Centers secured $3.58 billion (SG$4.6 billion) in green financing 
to support the development of data centers in Malaysia.¹⁵⁹ 

Government policies with respect to data centers’ energy and environmental impacts 
are evolving rapidly. Many of these policies have important goals, including managing 
data centers’ considerable energy footprint and minimizing adverse environmental 
impacts from data center development. But well-intentioned policies can sometimes 
fail to produce the desired results.¹⁶⁰,¹⁶¹ More work is needed to systematically assess 
data center policies and refine them for the years ahead.
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D. Recommendations

1.	 Governments should collect and share data on data centers’ 
energy use and environmental impacts.  

2.	 Governments should build capacity to better understand fast-
moving trends with respect to data centers’ energy use and 
environmental impacts. 

3.	 Governments should use a broad set of metrics when regulating 
data centers’ energy use and environmental impacts, including 
not just PUE.  

4.	 Governments should assist the rapid buildout of clean power 
capacity to help meet growing data center power demand. 

5.	 When governments procure data center services, they should 
require vendors of data center services to disclose their energy 
use, water use and greenhouse gas emissions.⁵⁷ 

6.	 IEA Member governments should expand the IEA’s Energy and 
AI Observatory, devoting additional resources to monitoring 
and reporting on data centers’ energy use and environmental 
impacts, as well as policy trends with respect to data centers 
around the world. The Clean Energy Ministerial should expand 
CEM's work on data centers under its power sector and artificial 
intelligence initiatives.
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Many large data center owners and operators have longstanding commitments to 
sustainability, including ambitious pledges to reduce greenhouse gas emissions and 
water use. Parallel to these corporate commitments, industry associations, such as 
The Green Grid, have advocated for and supported sustainable practices for many 
years. 

Leading industry sustainability initiatives are summarized in Table 1.

A. Pledges and disclosures of major data center operators 

Table 1 shows the pledges and disclosures of several leading hyperscalers and other 
major data center operators.

Water pledges are increasingly common, with most major hyperscalers targeting 
“water positive” status by 2030. Some report water usage effectiveness (WUE) 
at a fleetwide level, while others report at a facility level. Coverage is incomplete 
and inconsistent (three-fifths of data center operators surveyed in 2024 do not 
actively track water usage metrics), creating problems for estimating absolute water 
consumption, especially in water-stressed regions.19,20

E-waste receives less attention than greenhouse gas emissions or water use. 
Microsoft has a pledge to reuse or recycle 90% of servers and components by 2025 
and to implement zero-waste data centers by 2030; Google pledges zero waste to 
landfill; and AWS notes sourcing hardware from reuse inventory where possible. As 
of 2025, none of the six major hyperscalers above have published publicly available 
up-to-date e-waste metrics at the facility-level.1,2,9,16,18,21 Across the sector, fleetwide 
quantitative data on reuse, recycling and landfill diversion is missing for more than 
two-thirds of surveyed data center operators.20

The ambitious pledges from several hyperscalers with respect to renewable energy 
procurement, efficiency standards and water use have created ripple effects across 
the broader data center ecosystem. Most reporting is fleetwide rather than facility 
specific. Despite ambitious top-line pledges, progress on water use and e-waste 
reduction can be difficult to evaluate externally.

TEXT BOX 

Industry Initiatives
Minjue Wu and Gareth Jones
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Greenhouse Gas Energy Water E-Waste

Amazon/ Amazon Web 
Services (AWS)

■ Match all electricity 
w/100% renewable energy 
by 2025 (Achieved in 2023 
and 2024)1

■ Disclosed fleetwide 
average PUE (1.15 in 2024)1

■ Water positive by 20301 
■ WUE: 0.15 L/kWh in 20241

■ Source hardware from its 
own reuse inventory1

Microsoft ■ Carbon negative by 20302
■ Eliminate historical 
emissions since 1975 by 
20503

■ Disclosed fleetwide 
average PUE (1.12 in 2024)3

■ Water positive by 2030 for 
direct operations2
■ Reduce data center 
WUE by 40% from its 2022 
baseline by 20303
■ WUE: 0.30 L/kWh in 20244

■ Reuse or recycle 90% of 
servers and components by 
20252 
■ Implement zero-waste 
data centers by 20302

Google ■ 24/7 carbon-free energy 
by 20305
■ Reduce absolute 
emissions (combining scope 
1, 2, and 3) by 50% from its 
2019 baseline6

■ Disclosed fleetwide 
average PUE (1.09 in 2024)7

■ Use air cooling in highly 
stressed watershed areas, 
which fail the responsible 
use threshold for water 
cooling8 
■ Achieve 120% water 
replenishment by 20308 
■ Adopted Water Risk 
Framework in 20238

■ Achieve zero waste to 
landfill from data center 
operations8

Meta ■ 75% reduction in 
operational greenhouse 
gases from 2017 baseline9
■  42% reduction in Scope 
1 and 2 emissions from 2021 
baseline by 20319
■ 100% renewable energy 
for all owned data centers by 
20209,10

■ Net zero emissions in 
Scopes 1-3 by 203011

■ Disclosed fleetwide 
average PUE (1.08 in 2023)12
■ Facility-level reporting of 
electricity use13

■ Water positive by 203012

■ Discloses facility-level 
water data; WUE: 0.18 L/
kWh in 202312

■ Recycled 91% of data 
center construction waste 
in 202312

Equinix ■ 100% renewable energy 
by 203014

■ Captures Scope 1-3 
emissions15

■ Disclosed fleetwide 
average PUE (1.39 in 2024)16
■ Targets an average PUE of 
1.33 by 203014

■ WUE: 0.95 L/kWh in 202416

■ Began disclosing fleetwide 
WUE in 202315

■ Certify all centers to ISO 
14001 e-waste standards by 
202717

■ Redeployed 86% of excess 
server hardware in 202417

Digital Realty ■ Carbon neutrality in the 
European Union by 203018 
■ Reduce Scope 1 and 2 
emissions by 68% from 2018 
baseline per square foot18
■ Reduce Scope 3 emissions 
by 24% from 2018 baseline 
by 203018

■ Improve PUE by 5% in 
North America and 3% in 
Europe annually (■ in 2023)18

■ Improve WUE by 5% in 
North America from 202318

■ Disclosed 80% waste 
diversion in data center 
construction in 202418

Table 1. Pledges and disclosures of leading data center owners and operators

■ Pledges (Successful)   ■ Pledges (Ongoing)   ■ Disclosure
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B. Industry associations and other initiatives 

Industry consortia and international bodies have developed standards and targets to 
align data centers with global climate goals and other environmental objectives. Some 
of these have since been integrated into legally binding regulations. 

•	 The Green Grid: Formed in 2007 as the first industry body to advocate for and 
support sustainable data center practices, The Green Grid developed and 
introduced standards to support data centers to improve efficiency, including power 
usage effectiveness (PUE), WUE and carbon usage effectiveness (CUE).22-25 In 
2016, these standards and others developed by The Green Grid were adopted 
by the International Organization for Standardization (ISO) as part of ISO/IEC 
(International Electrotechnical Commission) 30134.26 

•	 International Telecommunications Union (ITU) - Best Practices for Green Data 
centers: The ITU, with its mandate from member states as the specialized 
telecommunications agency of the United Nations, has developed a set of non- 
binding recommendations for developing green data centers.27 

•	 EU Code of Conduct (CoC) for Data center Energy Efficiency: Launched in 2008 
by the European Commission’s Joint Research center, the CoC addresses rising 
data center energy use by targeting information technology (IT) load (equipment 
power) and facilities load (supporting systems).28 It helps operators assess 
performance and set time-bound improvement targets. The goal of the CoC 
was to support data centers to achieve voluntary EU-set targets on efficiency. 
Companies join as Participants (implementing the CoC) or Endorsers (promoting it). 

•	 Climate Neutral Data Center Pact (CNDCP): The CNDCP is a European industry-
led agreement aligning with the EU’s Green Deal, representing more than 85% 
of the EU’s data center capacity.29 Originally set up as a way to support data 
centers to become more energy efficient by setting targets and standards, since 
2025 the CNDCP has abolished its own standards and instead now focuses 
on supporting regulators to set effective targets to reach the goal of climate-
neutral data centers by 2030.30 Members are now expected to report against EU 
standards. 

•	 iMasons Climate Accord (ICA): The ICA is a voluntary industry coalition that 
develops standards and guidelines to support the industry in reporting carbon 
in data center power, materials and equipment.31 The ICA has also developed a 
maturity model to support participating companies in improving sustainability. In 
particular, the ICA has provided a standardized carbon accounting framework, 
including Scope 3 and embodied emissions in data center materials and IT 
equipment, through spend-based embodied carbon accounting.
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•	 LEED (US)/BREEAM (UK) certifications: LEED (US) and BREEAM (UK) are private 
organizations that have developed green building standards applied to data 
centers worldwide.32 In a 2019 survey, data center professionals had much lower 
awareness of LEED and BREEAM than they did of the EU CoC.33 

•	 Institute of Electrical and Electronics Engineers (IEEE) P7100 Environmental 
Impacts of Artificial Intelligence (AI) Working Group: According to the IEEE 
website, the P7100 standard “defines a measurement framework for reporting 
environmental indicators for training models and deriving inference on AI 
systems. This includes harmonized measurements of compute intensity (e.g., 
energy use) with associated environmental impacts (e.g., carbon dioxide (CO2) 
emissions or water consumption).34

Recommendations

1.	 Industry consortia and standards bodies should provide technical 
support to small and medium operators to assist with adopting and 
implementing sustainability pledges. 

2.	 Data center owners and operators should adopt third-party auditing 
of sustainability pledges as standard protocol to enhance stakeholder 
confidence in reporting on sustainability pledges. 

3.	 Financial institutions should tie financial support to sustainability 
performance and disclosures. 
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Strong local opposition to new data centers is emerging in many places. Such 
opposition is not new. Community organizations in Ireland, the Netherlands, Chile and 
other locations have been mobilizing to halt new data center construction for years.1-3 
However, recent surges in the construction of hyperscale data centers have sparked a 
significant increase in local pushback in the United States and around the world.4,5

In the United States, opposition to data centers has focused on grid strain, electricity 
costs, land use, residential quality of life and environmental impacts.6,7 Data Center 
Watch, an activist group, estimates that over $64 billion in data center projects 
were blocked or delayed in the United States between 2023 and 2025 due to local 
pushback.⁸ Examples of recent local opposition include the following:

•	 In Arizona, the Tucson City Council rejected Amazon's Project Blue AI data 
center campus due to concerns about substantial water consumption.⁹   

•	 A new North Carolina data center proposal was withdrawn amidst local protests 
against rising electricity rates and potential grid strain.10 

•	 In Indiana, at least five data center proposals were rejected in 2024 and 2025.11 
 

•	 Virginia residents blocked a new data center in Chesapeake, citing concerns 
about noise, environmental degradation and the project’s proximity to residential 
areas.12 

Communities in other countries are objecting to data center development as well: 

•	 In Santiago, Chile, local protests successfully halted authorization of a $200 
million Google data center project, which has been put on hold until the plan is 
revised to comply with stringent sustainability standards.13  

•	 In the United Kingdom, local opposition has delayed several data center projects, 
with communities raising concerns about how data center construction on 
greenbelt-designated land would impact the environment and strain infrastructure.14 
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•	 Local governments in Dublin, Amsterdam and Singapore have imposed single 
and multi-year moratoriums to reduce grid congestion and local concerns.15-17

This local opposition is sometimes at odds with policies of national, state and 
provincial governments, which often adopt policies to encourage data center 
development for a range of economic and security reasons.18-19

Recommendations

1.	 Data center owners and operators should engage collaboratively 
with local communities throughout the lifecycle of a project, from 
site selection to post-construction operations. This engagement 
should include communication of both the expected benefits to the 
community from the data center and potential risks (including those 
related to grid strain, water resources and local air pollution). 

2.	 Data center owners and operators should work collaboratively with 
local communities in areas near data centers to implement measures 
that protect residential quality of life. 

3.	 Governments should require data center owners and operators to 
provide certificates of collaboration with host communities and, where 
appropriate, enter into community benefit agreements.
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APPENDIX A
Recommendations From 
All Chapters

Chapter 1: Data Center Energy Use 

1.	 Governments and regulatory agencies should develop public data 
repositories on the energy use and characteristics of data centers 
at national and sub-national scales, including via mandatory data 
collection initiatives from data center operators with strict data quality and 
measurement and verification protocols. 
				  

2.	 Data center operators should improve reporting and transparency on the 
energy use, peak power demand, operating characteristics and other 
environmental attributes (e.g., water consumption) of data centers to 
improve the empirical knowledge base for data center energy analysts.		
				  

3.	 Governments, philanthropies and research institutions should organize and 
convene forums to establish best practice analysis methods and data 
sharing initiatives to rapidly improve the state of science for estimating and 
projecting data center energy use. 
						    

4.	 Researchers should conduct regular inter-model comparisons of data 
center energy models and scenarios to understand model differences, 
identify potential improvements, and establish and coalesce on best 
practices.	 
					   

5.	 Governments, research institutions and international organizations should 
convene forums specifically aimed at developing and disseminating 
scenario narratives for exploring future growth pathways for AI and data 
centers, including associated frameworks and analysis approaches; similar 
to the Shared Socioeconomic Pathways,47 such scenarios would enable 
inclusion of data center futures in climate change mitigation scenarios.		
			 

6.	 Governments and research institutions should develop and disseminate 
models and datasets of data center energy use in developing and 
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emerging economies, which have historically been overlooked by the 
research community but whose data center electricity use may grow in the 
future. 

7.	 Research institutions should reinforce the need for best practices in 
analyses adopted by policymakers, given wide variance in results 
associated with low-quality studies. 

8.	 Governments and research institutions should improve approaches to 
identifying existing and planned data centers, such as through in-country 
sources and open shared location datasets such as the IEA AI Observatory. 
Improved understanding of the spatial patterns of data centers is important 
for assessing potential local impacts and proactively designing policies that 
avoid or minimize those impacts. 

9.	 Governments and companies should support research to better 
understand the CO₂ emissions of AI data center power sources, focusing 
on more granular, grid-scale modeling of emissions. This includes closely 
tracking announced investments in cleaner power technologies, as well 
as tracking those investments when they ultimately come online, for more 
accurate forward-looking scenarios. 

Chapter 2: Data Center Energy Efficiency
2.1 It Equipment 

1.	 Companies, industry standard setters and engineering consortia should 
align on common metrics for calculating and reporting the energy 
efficiency of IT equipment. Data center operators should support such 
efforts since energy efficiency directly impacts their operating costs. 

2.	 Governments and educational institutions should develop and distribute 
resources to assist non-technical audiences in understanding and 
analyzing the energy requirements of IT equipment. 

3.	 Data center operators, utilities and government agencies should consider 
the nature of AI computation workloads in designing, provisioning, 
operating and regulating data centers. Differences between AI training 
and inference should be paramount during decision making. 

4.	 Governments, utilities and industry consortia should advance knowledge 
sharing platforms, case study data, diagnostic tools and training 
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materials related to improving the energy efficiency of IT hardware from 
procurement, operations and management perspectives. 

5.	 Data center operators should conduct, support and publish AI inference 
demand forecasts. Trends between centralized data center computations 
and edge applications should be emphasized. 

6.	 Data center operators should redouble efforts to maximize the energy 
efficiencies of existing IT hardware, including the adoption of efficient 
equipment, virtualization, zombie server identification initiatives, and refresh 
cycles optimized for energy efficiency. 

 2.2 Software

1.	 Educational institutions should prepare the next generation of computer 
scientists and policymakers with the conceptual tools to understand and 
advance software efficiency.  

a.	 Create cross-disciplinary curricula on algorithmic efficiency, carbon-
aware computing and AI systems engineering.

b.	 Include energy literacy in computer science and AI degree 
programs, covering both micro-level optimizations (e.g., quantization) 
and macro-level system design (e.g., flexible compute). 

c.	 Develop policy bootcamps or executive courses for non-technical 
audiences, such as civil servants, journalists and business 
leaders, on emerging AI compute trends and their implications for 
sustainability. 

d.	 Fund open-access software efficiency toolkits and benchmarks, 
especially those focusing on inference-time efficiency and emissions 
transparency.  

5.	 Data center operators should incorporate software-aware workload 
management and emissions-aware operations into core planning. 

a.	 Partner with utility companies and cloud platforms to offer real-
time grid carbon intensity data and renewable energy forecasts for 
intelligent job scheduling.

b.	 Offer time-delayed training products and pricing schemes that 
incentivize shifts to lower-carbon AI training workflows. 

c.	 Provide application programming interfaces (APIs) that expose 
real-time energy and emissions data for AI workloads, enabling 
software developers to optimize code based on environmental 
impact.
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d.	 Adopt software-aware procurement criteria that favor AI models 
and systems with verifiable efficiency gains or emissions-conscious 
design.  

5.	 Software development companies should build efficiency into the core of 
AI model design, training and deployment.  

a.	 Develop APIs and platforms that report model energy use, offering 
customers transparency and options for greener usage. 

b.	 Collaborate with academia to publish standardized benchmarks 
and best practices for evaluating software energy use, not just 
performance or accuracy.  

3.	 Regulatory bodies should establish policies that ensure AI progress aligns 
with the public interest, energy constraints and climate goals.  

a.	 Incorporate software efficiency and emissions data disclosure 
requirements into AI governance frameworks, especially for high-
volume models or widely deployed systems. 

b.	 Mandate transparent compute and energy reporting for AI systems 
procured with public funding or deployed in sensitive sectors (e.g., 
health, education). 

c.	 Develop incentives for energy-efficient AI systems, such as 
research and development tax credits or public procurement 
preferences.  

4.	 Educational institutions should prepare the next generation of computer 
scientists and policymakers with the conceptual tools to understand and 
advance software efficiency.  

a.	 Create cross-disciplinary curricula on algorithmic efficiency, carbon-
aware computing and AI systems engineering. 

2.3 Cooling Technologies

1.	 Local governments should: 

a.	 Work with utilities to expand access to non-potable or recycled 
water sources.

b.	 Offer data centers incentive structures—such as tax abatements 
or expedited permitting—tied to clear sustainability performance 
benchmarks, such as targets for PUE, WUE and heat recovery ratios. 
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2.	 Local governments in regions with naturally favorable climates for 
cooling should:  

a.	 Actively promote this advantage to data center operators and 
develop targeted incentives to attract new facilities, positioning their 
areas as energy— and cost-efficient locations for sustainable data 
center development.

b.	 Accelerate deployment of advanced cooling by streamlining 
permitting for projects that integrate sustainable thermal 
management strategies, such as free cooling, heat reuse or closed-
loop systems.

c.	 Update zoning regulations to enable co-location of data centers 
with facilities that can use waste heat, such as greenhouses or 
municipal buildings.  

3.	 Local governments in regions with favorable conditions for thermal 
integration into district energy systems should work directly with data 
center operators who understand regional opportunities on such projects. 

4.	 National policymakers should: 

a.	 Establish the market conditions and regulatory frameworks 
necessary for the broad adoption of energy— and water-efficient 
cooling technologies.

b.	 Create and enforce minimum energy performance standards 
for data centers, along with voluntary or mandatory reporting 
requirements for PUE and WUE; expand programs, such as the US 
EPA’s ENERGY STAR for Data Centers or the EU Code of Conduct 
for Data Centres, which can help set performance baselines and 
identify leaders.

c.	 Use government funding to support research and pilot programs 
for promising but commercially immature technologies, such as two-
phase immersion cooling, modular systems, thermal batteries and 
zero-water liquid cooling.

d.	 Provide tax credits, green bonds and procurement incentives to 
help de-risk early adoption and support widespread deployment of 
sustainable cooling systems. 

5.	 Universities and research institutions should: 

a.	 Prioritize studies of novel cooling techniques, including many of 
the innovations described above, such as desiccant-based systems, 
thermal batteries, AI-optimized thermal control platforms and 
climate-specific hybrid systems.
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b.	 Host experimental testbeds or collaborate with industry to evaluate 
the performance of emerging solutions in field conditions.

c.	 Create open access datasets, simulation tools and digital twins 
to allow broader communities to model, compare and benchmark 
advanced cooling approaches; standardizing such tools will improve 
planning accuracy and reduce design risk.

d.	 Create or expand curricula on thermal systems, green data 
infrastructure and resilient design to train the next generation of 
engineers and planners. 

6.	 Standards organizations such as ASHRAE, International Standards 
Organization (ISO) and OCP should: 

a.	 Facilitate innovation and interoperability to evolve their guidance.
b.	 Establish uniform testing protocols and certification pathways to 

validate performance of new technologies—especially liquid cooling, 
rear-door heat exchangers and high-efficiency refrigerants.

c.	 Push for global alignment on definitions and performance 
thresholds to ower costs, reduce vendor lock-in and allow 
data center operators to deploy advanced cooling with greater 
confidence across international markets. 

7.	 Cooling equipment manufacturers, bridging the gap between research 
and widespread implementation, should: 

a.	 Invest in research and development (R&D) focused on compact 
cold plates, advanced heat exchanger surfaces and system-
integrated controls with predictive maintenance and AI optimization 
capabilities.

b.	 Offer comprehensive, modular solutions that include sensors, 
telemetry and leak detection to reduce operational complexity.

c.	 Prioritize low-GWP and natural refrigerant alternatives, consistent 
with the climate goals outlined in the Montreal Protocol Kigali 
Amendment, particularly ss regulations around refrigerants evolve. 

8.	 Data center developers and operators should: 

a.	 Integrate design early in the project development process, 
especially in siting decisions.

b.	 Select locations that enable the use of free cooling, heat reuse or 
access to non-potable water and renewable energy.

c.	 Install climate-appropriate cooling systems—such as evaporative 
cooling in dry regions or air-side economization in temperate 
zones—in tandem with IT deployment strategies.
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d.	 Establish facility-level energy and water performance targets and 
publish sustainability metrics annually.

e.	 Evaluate and design for heat reuse opportunities, either through 
district heating connections or local use cases like agricultural 
greenhouses, building heating or industrial preheating.

f.	 Set aside dedicated infrastructure for pilot deployments of 
emerging cooling systems, allowing testing without disrupting core 
operations. 

9.	 Utilities should: 

a.	 Partner with data centers to support load shifting (to align 
significant workload periods with cooler times of day).

b.	 Integrate waste heat into community heating systems.
c.	 Offer incentive structures for grid-responsive cooling in which data 

center cooling systems adjust their operation in response to signals 
from the electric grid. 

10.	Environmental organizations should advocate for: 

a.	 Low-carbon and water use
b.	 Transparent reporting
c.	 Waste heat reuse
d.	 Responsible siting to align with climate and sustainability goals 

11.	 Investors and financiers should require disclosures on WUE, PUE and 
refrigerant use in project finance deals because these metrics directly 
impact a data center’s operational efficiency, climate risk exposure, 
regulatory compliance and long-term sustainability performance—all of 
which influence financial returns, reputational risk and alignment with 
Environmental, Social, and Governance (ESG) commitments. 

12.	 Insurance providers should reduce risk premiums for data center 
operators that adopt redundant and fault-tolerant cooling systems—
especially those with active leak detection and real-time monitoring—
because these technologies significantly lower the likelihood of costly 
outages, equipment damage, and water or refrigerant leaks, thereby 
reducing the insurer’s exposure to operational and environmental claims. 
For most companies, this is a shift from current practice, where premiums 
often do not fully account for the added risk mitigation these systems 
provide. 

13.	End-use customers, such as large cloud clients, should shape demand 
by requiring data centers to meet high-efficiency and low-emissions 
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cooling benchmarks in service agreements, such as maintaining a low PUE 
(ideally below 1.3) and minimizing greenhouse gas emissions by using low-
GWP refrigerants, carbon-free electricity for cooling, and water-efficient or 
closed-loop systems. 

2.4 Heat Reuse

1.	 Data center operators should adopt high-temperature liquid-cooling 
systems—such as direct-chip or immersion cooling—that achieve exit 
temperatures of 45-70 °C, enabling effective heat reuse in applications, 
such as district heating. 

2.	 National and subnational governments should require feasibility studies 
for heat reuse in permitting large new data-center projects and offer 
incentives, such as fast-track permitting and subsidies, to deploy such 
systems. National and subnational governments should consider requiring 
10-20% heat reuse mandates for new data centers (such as in Germany). 

3.	 District heating utilities and municipal planners should proactively partner 
with data-center developers to map potential synergies and create or 
extend thermal infrastructure that connects data centers to buildings, 
industrial users and aquaculture facilities.  

4.	 Heat host industries (e.g., hospitals, laundries, greenhouses and industrial 
processes) should actively engage with data-center operators to explore 
using waste heat for 24/7 applications, including agriculture, drying, 
aquaculture and wastewater treatment.  

5.	 Technology developers and standards organizations should produce 
guidelines, matchmaking tools and technoeconomic frameworks that 
facilitate collaboration between data-center operators and prospective 
heat hosts, building on the work of the Open Compute Project (OCP) and 
others.  

6.	 Research institutions, utilities and innovative companies should pilot 
alternative uses and technologies—such as data-center-powered DAC 
systems—evaluating performance and return on investment to increase 
reuse pathways.
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Chapter 3: Data Center Greenhouse Gas Emissions 
3.1 On-site Greenhouse Gas Emissions (Scope 1)

1.	 Data center operators should examine alternatives to the continued use 
of diesel for on-site backup generation. This could include alternative 
drop-in fuels with low-carbon intensity where available or the adoption of 
low-carbon backup generation, such as hydrogen fuel cells and the use of 
on-site energy storage.  

2.	 Data center operators should ensure that HVAC and fire suppression 
equipment leak detection protocols are modernized and carefully 
implemented to reduce F-gas leakage. They should also closely follow 
regulatory developments around adopting advanced, low-GWP refrigerants 
and fire-suppression equipment.  

3.	 Governments should review current limitations on maximum operating 
limits for diesel backup generators to ensure that air quality impacts and 
greenhouse gas emissions are minimized.  

4.	 Utilities should continue to meet high grid reliability performance targets, 
reducing the need for on-site backup generation at data centers.

3.2 Power Supply Greenhouse Gas Emissions (Scope 2) 

1.	 Data center operators should maximize energy efficiency, including using 
advanced cooling and other highly efficient equipment and implementing 
algorithmic efficiency whenever possible.  

2.	 Data center operators should consider implementing load flexibility 
and on-site storage, particularly for grids with highly variable emissions 
intensity.  

3.	 Data center operators should include grid carbon intensity as a key siting 
consideration and seek to site data centers in the lowest-emitting grid 
regions as much as possible.  

4.	 Data center operators and utilities should work together to identify the 
optimal mix of new low-carbon power generation technologies to add to 
the grid to meet rising data center load. This should include consideration 
of data center load flexibility when determining the amount of new 
generation required.  
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5.	 Data center operators considering on-site/BTM power generation 
solutions should seek to minimize emissions when selecting generation 
technologies.  

6.	 Data center operators should continue to support emerging/developing 
low-carbon power generation technology.  

7.	 In addition to the above strategies, data center operators should continue 
to procure renewable energy through PPAs. They should also anticipate 
potential changes to the Greenhouse Gas Protocol Scope 2 guidance and 
plan accordingly when determining the necessary amount and type of 
procurement.  

8.	 Grid operators should work closely with data centers to understand the 
appropriate amount of new capacity to add to meet rising load and 
should seek to maximize low-carbon generation technologies for new 
capacity additions as much as possible.  

9.	 Grid operators should continue to reform and accelerate the 
interconnection process for intermittent renewable generation in order to 
provide new low-carbon capacity to meet data center and other demand.

3.3 Embodied Greenhouse Gas Emissions (Scope 3) 

1.	 Governments should assemble and share data related to direct, indirect 
and embodied greenhouse gas emissions from data center construction 
and operation. Data center owners and operators should volunteer 
to share site-specific estimated Scope 3 emissions data proactively 
and invite third-party review. If necessary, governments should require 
disclosure of this information.  

2.	 All stakeholders should gain familiarity with the embodied emissions of 
data centers. They should recognize that abatement options today are 
real but limited and potentially expensive.  

3.	 Before designing and siting data centers, data center owners and 
operators should identify and assess potential options to reduce Scope 
3 emissions through material reduction and substitution. Companies 
should use existing scientific criteria for high-quality, low— carbon goods 
and should consider developing their own criteria.  

4.	 During procurement and construction phases, data center owners and 
operators should assess the availability of low-carbon strategies and 
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materials, including IT materials and building materials and use those 
low-carbon strategies and materials wherever possible. They should 
consider EACs to speed emissions reduction and support low— carbon 
manufacturing facilities, such as biocoke in blast furnaces, carbon-free steel 
production and cement with CCUS. They should also consider adhering to 
low embodied-carbon procurement standards for electronics developed by 
industry consortia.  

5.	 Governments should support comprehensive, transparent studies 
on optimizing overall embodied emissions reductions across the full 
spectrum of data center IT equipment. These studies should be conducted 
by independent, third-party researchers, with relevant data shared 
voluntarily by data center operators.  

6.	 During the operational phase, data center operators should minimize IT 
equipment refresh rates and seek to procure low embodied-emissions 
servers, networking equipment, memory and related equipment. 

7.	 Governments should assess the current supplies of low-carbon building 
materials and consider adding production capacity through policy 
measures, including direct grants, government-backed procurement, 
contracts for differences, etc. They should also consider regulating 
production of IT hardware to reduce emissions, in particular focusing on 
F-gas use, leakage and destruction.  

8.	 Governments should support development of advanced technologies 
that limit the greenhouse gas footprint associated with data center 
construction. They should explore and support applied research into 
alternative production approaches to chip-making that use less F-gases 
and manage their leakage better. They should explore alternative pathways 
to manufacturing cement, concrete and steel.

Chapter 4: Accelerating Low-carbon Power with AI Data 
Centers

1.	 Utilities and independent power producers (IPP) should:  

a.	 Deploy advanced control tools to accelerate interconnection 
and grid studies and to operate flexible portfolios. These tools 
include model-predictive control, enhanced forecasting and, where 
appropriate, AI. 
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b.	 Adopt staged or ramped interconnections for large loads (within 
standard planning cycles) and require telemetry and fast power— 
capping from data centers and consider on-site storage to provide 
demand response and regulation while maintaining service-level 
objectives. 

c.	 Use these tools to prioritize non-wires alternatives and to reduce 
curtailment in renewable-rich zones.  

2.	 Electricity regulators should:  

a.	 Establish clear 24/7 carbon-free energy procurement pathways 
that treat storage and clean-firm resources as first-class options 
alongside renewables. 

b.	 Enable advanced market commitments (AMCs) that allow multi— 
buyer participation, recognize hourly matching, and credit verifiable 
flexible-load performance.  

3.	 National governments, regulators, and utilities should:  

a.	 Expand targeted public-private risk-sharing to lower the cost of 
firm, low-carbon supply while keeping rates affordable amid rising 
public concern about electricity bill impacts from data center-driven 
capacity additions. 

b.	 Pair corporate offtake with loan guarantees, liability and 
fuel frameworks (where relevant), and long-duration storage 
demonstrations. 

c.	 Adapt CfD-style mechanisms to clean-firm resources and storage 
so FOAK projects are followed by repeat builds of the same design.  

4.	 Large data center operators with load flexibility, hyperscalers and 
procurement authorities should:  

a.	 Commit to portfolio-based, 24/7 carbon-free procurement that 
include renewables, storage and clean-firm resources where 
available. 

b.	 Publish transparent hourly performance and adopt grid-supportive 
operating modes, such as fast power caps and brief curtail on-
signal, to unlock faster interconnection and lower system costs. 

c.	 Prioritize deliverable power to the public grid (when siting in 
resource-rich regions), rather than exclusively behind-the-fence 
supply.  
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5.	 National and local governments should:  

a.	 Link siting incentives for new AI campuses to system and 
community value.

b.	 Require additional deliverable clean capacity, storage co-
procurement and community benefit plans that include workforce 
pipelines, water stewardship and shared transmission upgrades.  

6.	 National governments and utilities, including public power and transmission 
owners, should invest in grid modernization, including advanced 
transmission, system visibility and congestion management, so resource-
rich zones can host large and flexible loads without unnecessary overbuild. 
Regulators should authorize these investments, set incentives and ensure 
timely cost recovery. 

7.	 Academic experts and system operators should advance operations-
ready forecasting for clean grids. Priorities include post-processing 
and downscaling of weather models (including via AI) for wind and solar, 
probabilistic products that feed unit commitment and storage scheduling, 
and open benchmarks that connect forecast improvements to avoided 
reserves, reduced curtailment, and emissions reductions.

Chapter 5: Data Center Water Use

1.	 Governments should assemble and share data related to direct, indirect 
and embodied water consumption from data center construction and 
operation. Data center owners and operators should volunteer to share 
site-specific water use and consumption data proactively and invite third-
party review. If necessary, governments should require disclosure of this 
information. 

2.	 All stakeholders should recognize that data center water use is tiny in 
relation to water use by other sectors globally but can be very significant 
in water-scarce regions. 

3.	 Before siting data centers, data center owners and operators should 
assess likely water impacts, including in particular by consulting with local 
stakeholders. In water-scarce regions, companies should consider several 
steps to reduce likely water impacts: 

a.	 Apply advanced cooling approaches to reduce direct water use, 
with potential additional expense. 
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b.	 Assess the cost and viability of water reclamation and reuse and of 
increasing water supply (e.g., through desalination).

c.	 Maximize non-thermal power supplies, including solar, wind and 
batteries, including potential overbuilding of variable renewable 
resources and hybrid load balancing using a mix of thermal and non-
thermal generation.

d.	 Develop procurement standards for building materials and chips 
with low-water footprints. Where possible, procure low-water 
footprint materials, including the cost of a modest green premium.

4.	 Governments should support the development of advanced technologies 
that limit the water footprint associated with AI use. 

a.	 Most importantly, governments should support replacing fossil 
generation with non-thermal generation and should encourage use 
of air cooling in existing facilities, both of which would dramatically 
reduce indirect water use.

b.	 Similarly, governments should support novel cement, concrete and 
steel technology that would reduce water consumption, as well 
as CO₂ emissions. Where possible, companies should accelerate 
adoption and procurement of low-water pathways.

c.	 Governments should undertake a cost-benefit analysis based on 
the lifetime of operation and seek support to reduce risk and cost. 

5.	 Governments should undertake initial and then systematic analysis to 
understand the technology options, costs and trade-offs between water-
conserving options. These analyses can serve as the basis for policy, 
including regulation or incentives. Data center builders and operators 
should share their data with government agencies to help identify low-cost, 
large-volume options for water footprint reduction. 

Text Box: Data Center Electronic Waste

1.	 Governments should: 

a.	 Adopt and harmonize global standards for reuse, refurbishment 
and recycling of e-waste, including for sanitization of data-bearing 
information technology (IT) equipment

b.	 Adopt and strengthen extended producer responsibility rules. 

2.	 Data center operators should: 

a.	 Refurbish, resell or donate retired equipment; process that 
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equipment through certified recyclers; and publicly report end-of-life 
outcomes

b.	 Prioritize measures to reduce equipment turnover, such as regular 
preventative maintenance

c.	 Reduce equipment purchases where possible by using tools such 
as virtualization, cloud computing and shared infrastructure 

3.	 Manufacturers should: 

a.	 Design modular equipment that is easily repaired and 
disassembled, provide spare-part support, include clear recyclability 
labeling, and establish validated pathways for reuse, resale or 
refurbishment

b.	 Prioritize use of recycled or easily recyclable materials
c.	 Reduce or eliminate use of hazardous materials

Chapter 6: Government Policy 

1.	 Governments should collect and share data on data centers’ energy use 
and environmental impacts.  

2.	 Governments should build capacity to better understand fast-moving 
trends with respect to data centers’ energy use and environmental impacts.  

3.	 Governments should use a broad set of metrics when regulating data 
centers’ energy use and environmental impacts, including not just PUE.  

4.	 Governments should assist the rapid buildout of clean power capacity to 
help meet growing data center power demand.  

5.	 When governments procure data center services, they should require 
vendors of data center services to disclose their energy use, water use 
and greenhouse gas emissions. 

6.	 IEA Member governments should expand the IEA’s Energy and AI 
Observatory, devoting additional resources to monitoring and reporting 
on data centers’ energy use and environmental impacts, as well as policy 
trends with respect to data centers around the world. The Clean Energy 
Ministerial should expand CEM's work on data centers under its power 
sector and artificial intelligence initiatives.
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Text Box: Industry Initiatives 

1.	 Industry consortia and standards bodies should provide technical support 
to small and medium operators to assist with adopting and implementing 
sustainability pledges. 

2.	 Data center owners and operators should adopt third-party auditing 
of sustainability pledges as standard protocol to enhance stakeholder 
confidence in reporting on sustainability pledges. 

3.	 Financial institutions should tie financial support to sustainability 
performance and disclosures. 

Text Box: Local Opposition 

1.	 Data center owners and operators should engage collaboratively 
with local communities throughout the lifecycle of a project, from site 
selection to post-construction operations. This engagement should include 
communication of both the expected benefits to the community from the 
data center and potential risks (including those related to grid strain, water 
resources and local air pollution). 
					   

2.	 Data center owners and operators should work collaboratively with local 
communities in areas near data centers to implement measures that 
protect residential quality of life. 

3.	 Governments should require data center owners and operators to 
provide certificates of collaboration with host communities and, where 
appropriate, enter into community benefit agreements. 
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